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Presentation Outline

Introduction/Overview (25 min)

A Energy consumption
A Metrics for data center/server room efficiency
A Unique challenges for small server rooms/closets

Best Practices for Server Rooms/Closets (25 min)

Portfolio Planning (5 min)

Making the Business Case (15 min)

Q&A (20 min)




INTRODUCTION
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Remote Desktop

Remote Server

Data centers consume 75 billion kWh/yr in the U.S.
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PUE: Power Usage Effectiveness

Total Facility Power

PUE =
IT Equipment Power

A Measures infrastructure efficiency (cooling, lighting, UPS, etc.)

A Useful for tracking efficiency over time or comparing between
similar facilities

A Related metric - DCIE: Data Center infrastructure Effectiveness

IT Equipment Power

DCIE =

Total Facility Power




CUE: Carbon Usage Effectiveness

_ Total CO2 emissions caused by the Total Data Center Energy

IT Equipment Energy

OR

CUE = Carbon Emission Factor (CEF) X PUE

A Expressed as: kgCO,eq per kWh
A Right now, limited to Scope 1 and Scope 2 emissions




RUE: Rack Unit Effectiveness

Maximum RU count at capacity
Installed RU count x Utilization

RUE =

A Developed by David Cappuccio (Gartner)
A Addresses resource efficiency in IT equipment

A Based on the most common resource in most data centers i
Rack Unit

A Takes into account installed capacity and utilization
o Extremely variable (5-70%) and hard to measure
o0 Consolidation and virtualization increases the utilization
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DCeP: Data Center Energy Productivity

Useful Work Produced
Total Data Center Energy Consumed

DCeP=

A Quantifies the useful work that is produced based on the amount
of energy consumed

A Requires quantification of useful work




Microsoft & Salesforce.com measure
the cloud

Microsoft Exchange

On-premise vs. Cloud Comparison,
CO2e per user

>9300

Small

Medium

Large M icrosoft

On-Premise  On-Premise On-Premise Cloud

1 = estimated decrease with Microsoft Cloud

Cutting Carbon Emissions with Our Cloud

2 95% = 64% ¢

less carbon more energy
an on-premises  IBALLE 2
than on premises | Bdeisad efficient
Sefvers - than private clauds

We estimate our doud has helped avoid 796,900 tonnes of COe
emissions {1999-2011| as compared to on-premises and private clouds.

In Fraoz,
fransoctions®

arew by
63% f |
o Yhile the carbon
produced per
fransaction?
deoeased by
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eBay launches Digital Service Efficiency
Dashboard

" DIGITAL SERVICE EFFICIENCY

INFRASTRUCTURE BUSINESS

REVENUE ° COST o
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= |

 PER SERVER
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Metrics Comparison

PUE CUE
ooy XX X
Carbo_n X
emissions
On-site X
renewables
Utilization X X
Useful work X
IT equipment X X X

energy
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3 Different Data Centers in Various States:
All 9,000 sf with a max capacity of 300 Racks (42 U size)

Washington Colorado
180 racks 280 Racks
Low efficiency Mid efficiency
infrastructure infrastructure

50,000 transactions/yr

10% Utilization

35,000 transactions/yr

60% Utilization

*Infrastructure = HVAC, lighting, and UPS

North Carolina

220 Racks

High efficiency
infrastructure

75,000 transactions/yr

3% Utilization
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3 Different Data Centers in Various States:
All 9,000 sf with a max capacity of 300 Racks (42 U size)

Washington Colorado  North Carolina

PUE
(Total KW/IT kW) 2.4 3.5

CUE
(CEF x PUE) L2 L

RUE 16.7

45.5

Transactions per
IT KkWh

o
o
(@))

0.05




Types of Data Centers

Space type

Typical
size (sf)

Typical IT device
characteristics

Notes/ Examples

Server closet

Server room

Localized data
center

Mid-tier data
center

Enterprise-class
data center

<200

<500

<1,000

<5,000

5,000+

1-2 servers
No external storage

Few dozens of servers
No External Storage

Dozens to hundreds of servers
Moderate external storage
Hundreds of servers

Extensive external storage

Hundreds to thousands of
servers

Extensive external storage

Managed in-house in small-
medium organizations

Managed in-house in small-
medium organizations

Typical of large organizations or
a university, often managed in-
house

Smaller colocation facilities and
private cloud data centers

Largest colocation facilities and

public cloud data centers




U.S. Data Center Energy Use

30
§ 25
>
% s m Lighting
L S 15 u Cooling
- E m UPS
g — 10 « Transformers
< 5 Network Devices
w Storage Devices
0 . w Servers

Source: Masanet et al. 2011 E




Server rooms/closets represent a huge
opportunity for savings in commercial building

230/ of annual energy costs
0 (typical office bldg,

iIncluding plug loads)

40-50%

of annual energy costs
(high performance office bldg,
iIncluding plug loads)




Byron Rogers Federal Office Building
(Denver, CO)

Predicted Post Retrofit Performance
A 28-38 kBtu/ft2-yr
A 60-70% reduction from 2009 use

A LED Ltg A Heat recovery &

A Chilled beams thermal storage

A Super-insulated A DOAS
envelope A Solar thermal

A High perf. glazing A EnergyStar office
equipment




Byron Rogers Federal Office Building
(Denver, CO)

Lighting
29%
Breakdown of

annual energy
costs

Space Heat

7%
DHW
1%




Server Rooms/Closets: Unique
Challenges

A No economies of scale

A Split Incentives
A Tenant/Owner
A IT Manager/Energy Manager

A Data center energy use is not core to business
model

A Space constraints
AWidely distributed (and sometimes hidden)
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Widely distributed, Tough to manage

A 43% of Servers are in 0.6% of
Datacenters (Enterprise & Mid-tier)

A Concentrated & easy to find
A 16,800 data centers

A 41% of Servers are in 97% of rooms
A>2.5 million 0Se gl &
A Hospitals/ Hotels/ Universities/ i
Utilities/ Banks/ City Halls/ Chain ‘s,
Stores/ Office Buildings

Source: EPRI Analysis of IDC Special Study, Data Center of the Future E




Comparison of PUE

National average Power Usage Effectiveness (PUE) = 1.91

Public Cloud (hyperscale)

Enterprise-class

Mid-tier

Localized

Server Rooms

Server Closets

il

0 0.5 1 1.5 2 2.5 3
Source: Masanet et al. 2011, Koomey 2011 PUE E




Utilization Is much higher for the
internet hyperscalec | ouds é

003

0.02

0.015

Fraction of time

.01
|
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CPU utilization

Figure 1. Average CPU utilization of mare than 5,000 servers during a six-ma
Servers are rarely completely idle and seldom operate near their maximum u
instead operating most of the time at between 10 and 50 percent of their ma

utilization lavals,

Source: Google, Barroso & Hdlzle,
http://impact.asu.edu/cse591spl1/Barroso07_EnergyProp-clean.pdf

source: present at iDataCentér FEd \f d Icu tein@ryi, @i ng
UPTIME INSTITUTE SYMPOSIUM, 2009. McKinsey & Company
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