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Chapter Fourteen summarized the conclusion that if all relevant economic factors are
taken into account, the cost of supplying energy services to relatively dispersed users—
that is, to most users—can be minimized by building energy supply systems on a rel-
atively small scale. This appendix outlines the technical basis for that finding. 

Electrical supply in the 1970s accounted for two-thirds or more of the capital invest-
ed in the U.S. energy sector and in federal energy research and development. (By 1981
it accounted for about a third of the former and over three-fourths of the latter.)1 Better
data on scale effects are available for electric than for other energy systems. For both
these reasons, the examples in this appendix are mainly (though not exclusively) elec-
trical, even though this form of energy accounts for only twelve percent of U.S. deliv-
ered energy and for eight percent of current U.S. delivered energy needs.

2
Similar argu-

ments apply to other energy forms, to other classes of energy technologies, and proba-
bly to at least some ranges of unit size outside the span to which most of the data direct-
ly apply.

Doctrinaire belief in economies of scale—the bigger, the cheaper per unit—has long
dominated energy investment decisions, especially in the electric utility industry. This
belief made the capacity of the largest turbogenerators, for example, double every six
and a half years through a size range of over ten thousandfold.3 Since the total capac-
ity of the electric grid doubled slightly more slowly (about every seven years until the
1970s), this meant that the physical centralization of generating electricity steadily
increased.

Indeed, ever since the world’s first central power station was commissioned in 1882
at Appleton, Wisconsin, the scale of all kinds of electrical generating and transmission
components has grown at a rate which, until the past decade, has been remarkably
inexorable and consistent. This trend contributed, until about the 1960s, to real eco-
nomic savings in the cost of new power stations (Figure A.1.). But as the stations got
bigger, they also moved farther from their customers, making grid failures a more
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important source of blackouts than power plant failures and introducing the new types
of control and grid—stability problems described in Chapter Ten. In 1900, sixty per-
cent of the nation’s electricity was generated on-site. By 1920, the portion had fallen to
twenty percent. Today it has bottomed out at approximately four percent and is begin-
ning to rise again as traditional economies of scale reverse themselves.

Figure A.1 illustrates the relentless growth of scale in electrical supply equipment
over the past century. The largest generating unit produced an output of only a thir-
teenth of a megawatt in the earliest days of pressure-staging turbines.4 By 1903, the

Figure A.1 Evolution of U.S. central electric technology (maximum genera-
tor size and maximum transmission voltage) and of average delivered elec-
tricity price (1968 dollars)
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biggest generators produced five megawatts. By 1930, engineering advances had
raised the maximum size to two hundred megawatts, where it stayed for more than
twenty-five years. It then rose rapidly to about thirteen hundred megawatts by the late
1970s—though, as we shall note below, it is far from clear that the increase from two
hundred megawatts was economically worthwhile. Maximum steam pressures, too,
rose from two thousand pounds per square inch in the 1940s to over five thousand
by the 1960s, then fell back to about two thousand four hundred as it became “clear
that some of these technological trends had been extrapolated prematurely.”5 And as
generating units became larger, more units were clustered at a single site. This trend
led the average size of power plants to increase two-thirds faster, during 1938–57, than
the average size of the generating units in those plants.6

Maximum transmission voltages also rose more or less exponentially during the
hundred-year history of central electrification, from a few kilovolts (thousands of
volts) in the 1800s to seven hundred sixty-five kilovolts in the late 1960s.
(Experimental lines in the megavolt—million-volt—range are encountering such diffi-
culties that seven hundred sixty-five-kilovolts may represent a saturation level.) The
increased voltage offered, at least at first, considerable economies, since electricity
“can be transmitted over a seven-hundred-sixty-five-kilovolt line for three hundred
miles as effectively as over a one-hundred-thirty-eight-kilovolt line for ten miles.”7 This
trend significantly promoted concentration of utility ownership and made possible the
siting of power plants hundreds of miles from their loads.

It is widely accepted in the utility industry today that many of these technical devel-
opments have gone about as far as present technology permits (and in some cases fur-
ther). Enormous increases of scale which were pursued more or less blindly—as if the
size of anything could keep on doubling indefinitely—are now slackening. But those
increases are normally examined only from the narrow standpoint of engineering fea-
sibility for a single plant, not in the broader context of whether they improve the eco-
nomics of building and operating the whole electrical system. In this wider perspective,
might not the increases of scale have gone, not just up to, but well beyond an optimal
level? An answer to this question may lie in a list of the effects which utilities consid-
ered when they ordered ever-larger components and plants—and the more numerous
and important effects which they did not consider but should have.

Direct construction costs

Claimed economies of scale in direct construction costs arise mainly from two fac-
tors. First, in large projects, the fixed costs—those of setting up a project regardless of its
size—become small relative to the variable costs—those which are proportional to size.
Total costs per unit of capacity should thus become smaller at large sizes as the fixed
costs are diluted. Second, the costs of the materials and labor needed to build anything
depend in part on geometrical relationships: for example, the cost of building a vessel
depends mainly on its surface area, while its capacity depends mainly on its volume.
Since volume increases more rapidly with size than does surface area, a classical rule of
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thumb holds that for chemical plants, power stations, and so forth, cost per unit of
capacity tends to rise only as approximately the six-tenths power of plant size,8 so that
doubled capacity increases total cost by only about half. But in practice this geometrical
saving is mostly exhausted by the time a power plant is as big as a hundred megawatts,
and becomes at best trivial above a few hundred megawatts.9

Several reasons for this departure from the industry’s expectation of unlimited
economies of scale can be readily identified. First, a quarter or more of the total con-
struction cost of large projects is the interest paid on construction capital before com-
missioning. “Economy of scale is nonexistent in interest rates”:10 bankers charge essen-
tially the same interest rate on a large loan as a smaller one, so as interest becomes a larg-
er component of total construction cost, the “scaling exponent” of total cost should rise
from six-tenths toward seven- or eight-tenths or more. This reduces the savings from larg-
er sizes. Longer construction times, considered separately below, intensify this effect
because interest payments increase both in absolute size and as a fraction of total costs.

Second, building large plants may “involve more complexity, greater precision,
smaller margins of error, and new engineering problems” compared to building small-
er plants.11 It may even introduce wholly new designs and requirements. Thus the
increase in pressures and temperatures accompanying the modern shift from subcrit-
ical to supercritical steam conditions made the specifications on coal plants far more
stringent. As nuclear plants became larger, they lost the ability to remove their post-
shutdown decay heat passively by natural convection of their cooling water after shut-
down. They therefore developed new potential accident modes not characteristic of
small plants, requiring new safety analyses and devices to ensure active cooling.

Larger facilities also tend to need more onsite fabrication. This method of construc-
tion is costlier and more prone to error than prefabrication of subsystems that can be
transported whole to the site. And large plants may require “custom design and custom
construction. In these cases,” remarks the former Chairman of Con Ed, “a consequent
increase in the eighty percent of the plant costs represented by field labor and overhead—
most of which are time dependent—make[s] the total cost of a larger plant comparable to
an equivalent number of smaller facilities”12—that is, it eliminates net economies of scale.

Another implication of this requirement for more or less custom-building large
plants is that they cannot benefit significantly from economies of mass production. In
contrast, with smaller units “it becomes possible to standardize a design and replicate
a large number of identical units.” According to a senior official of the [U.S.] General
Electric Company, “this opens up the possibility of a new dimension in scale of econ-
omy” which “may be of considerable significance.”13 The saving from mass produc-
tion can so outweigh traditional scale economies in construction that the optimal tur-
bogenerator size would be the smallest, not the largest, that can be made for specified
steam conditions, opening up “an entirely new and profoundly different avenue for
reducing the capital cost of generating capacity.”14

The possible magnitude of cost savings from mass production can be illustrated by a
simple analogy. Mass-produced car engines cost only a few dollars per kilowatt of shaft-
power, while the engines that drive power stations cost hundreds of dollars per kilowatt.
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Car engines could be made as durable as power-plant prime movers at an extra cost that
is very much smaller than their initial cost difference. For equivalent durability, the remain-
ing net saving from mass production would be at least tenfold. This is not to say that the
power plants should be replaced with large numbers of car engines; but it does give some
idea of the potential savings which custom-built large devices inevitably forego.

The combined result of these phenomena (except perhaps for mass production,
which is seldom relevant at the large unit sizes considered) is revealed by an exhaustive
statistical analysis of the entire body of U.S. experience with commercial coal and nuclear
power stations.15 For nuclear plants, the scale exponent is not six-tenths as hoped but
rather exactly eight-tenths. As a result, the actual cost data show that doubling the size of
a nuclear plant reduces its direct construction cost per installed kilowatt by only thirteen
percent, rather than by the twenty to thirty percent assumed in all industry and govern-
ment cost studies. (Even the existence of the decline is also statistically less certain than
that of most of the other explanatory variables.) As will be mentioned below, construc-
tion time also increases with unit size, and the resulting extra interest costs decrease the
apparent cost saving of thirteen percent with doubled capacity to only ten percent. While
not trivial, a ten percent saving is two or three times smaller than was assumed in the
official studies which sought to show that nuclear power is attractive.16 Those studies, on
close examination, proved to be only theoretical; they ignored the real data. 

Coal plants show an even smaller economy of scale in construction costs. Although
it is normally presumed that doubled size reduces cost per kilowatt by ten to fifteen per-
cent, there is in fact no statistically significant correlation between size and cost. At most,
there might be (at only eighty-two percent statistical significance) a gross cost saving of
three percent—reduced to only two percent net saving by the longer construction time.17

Operating costs

The money saved by building a bigger plant may be more than made up by the
extra costs of operating it routinely or of repairing it when it fails. The following four
categories of scale effects are concerned with running costs. (Later categories consid-
er broader system effects which raise the cost of delivering the energy sent out by the
plant, or the cost and risk of financing the project, or the cost of doing separately some
other energy task which, in an integrated project design, could be done jointly.)

Although no detailed data are yet available on operating and maintenance costs as
a function of unit size, it is clear from operating experience with all kinds of power
stations that larger ones tend to have more numerous and complex failure modes,
longer downtime, more difficult repairs, higher training and equipment costs for
maintenance, higher carrying charges on spare parts inventories, and higher carrying
charges on spare parts inventories, and higher unit costs of spare parts made in small-
er production runs. Conversely, there “may be a reduction in maintenance personnel
[per kilowatt] for smaller units because of their higher reliability”18 (discussed further
below). Large units may be more able to attract and equip the specialized mainte-
nance cadres they require, but may also become disconcertingly more vulnerable to
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those cadres’ whims, as noted in Chapter Four.
A survey of the general problem of repairing large industrial plants notes that high

interest rates have “made it more important than ever to keep plants operating,” and the 

high cost of financing inventories has forced manufacturers to live within tight production
schedules: any equipment breakdown is bound to anger customers and likely to cost a
company business. Yet while costly money has increased the pressure to avoid break-
downs, it has also made them more likely. Many companies believe they are forced to cut
corners when building new plants, either by eliminating backup equipment or going
without spare capacity. “It used to be that you’d install a spare pump at every critical
point in a refinery. You can’t afford to do that willy-nilly now,” says [a senior officer of a
construction firm] …. Moreover, neither equipment manufacturers nor their customers
can afford to keep a wide range of spare parts in stock. This is due not only to the high
cost of financing the parts, but also to the cost of the parts themselves. Westinghouse
Electric Corp. has managed to sell about one hundred spare power-plant turbine-rotors
in the past five years by persuading utilities that they can save seven days of costly out-
age by having parts on hand. But for many utilities the cost of these spares, currently one
to seven million dollars, is prohibitive.19

Just installing them is a risky and demanding operation: “We’re dealing with
things that are extremely heavy and yet extremely delicate,” said a Con Ed official.20

Dropping a rotor could cost millions of dollars in an instant.
The logical consequences of these considerations is that big plants tend to have

smaller safety margins built in, less redundancy, fewer spare parts, and hence more fre-
quent and serious failures. In contrast, since smaller plants are often simpler than big
plants, lower skills and standards of maintenance may suffice; the plants are more com-
prehensible to their staff; and for technical reasons they often tend to fail more grace-
fully. All the extra costs of maintenance for larger plants then operate in reverse.

A possible economy of scale in operation is that it may be simpler to arrange deliv-
ery of fuel, or conversion from one fuel to another, for a single large plant than for
multiple smaller plants. This argument does not apply, however, to comparisons
between conventional power stations, which require fuel, and renewable energy
sources, which do not.

Availability

A low cost per kilowatt of installed capacity is useless if that capacity is not avail-
able to provide energy. Since about eighty percent of the cost of generating nuclear
electricity (or about forty percent for coal-fired electricity) is the capital cost of the plant
itself, the cost of electricity, even after adding the cost of delivering it, is quite sensitive
to the reliability of the plant. Unfortunately, the reliability of large power stations has
in fact been generally disappointing. As Robert Mauro of the American Public Power
Association remarked,
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…the disappointing availability record of many large units has diminished, if not entirely
dissipated [,] the theoretical savings expected from bigness….[It is ironic that] many small
… electric utilities, which have been jeered at for operating “obsolete” plants with “tea-ket-
tles,” have had fewer problems in maintaining adequate power supply than some larger
systems with modern large-scale units.21

The reasons for the greater unreliability of large plants are simple and fundamental.
A five-hundred-megawatt boiler has approximately ten times as many miles of tubing
as a fifty-megawatt boiler, so “a tenfold improvement in quality control is necessary to
maintain an equivalent standard of availability for the larger unit.”22 A large turbine has
high blade-root stress, often forcing the designer to use exotic alloys with unexpected
characteristics: highly skilled turbine designers in several advanced industrial nations
have watched their turbines explode because the metal did not behave as hoped. (Giant
wind machines show similar stress and vibration problems, making their design com-
plex and costly. As a result, no net economies of scale have yet been demonstrated for
wind machines bigger than tens of kilowatts.) A more complex control system runs up
against the discouraging mathematics of unreliability (Chapter Thirteen). Even on the
scale of such simple components as nuclear pumps and valves, detailed assessments
show that larger units are less reliable.23 In general, the technological evolution needed
to meet ever more stringent performance standards exhibits diminishing returns to
money and talent invested. Rapid scaling-up often outruns engineering experience,
especially in long-lead-time technologies. This is true of all types of engineering.

This combined effect of the greater unreliability of more and bigger components
in more complex plants has recently been quantified by analyzing the capacity factor
(actual output as a fraction of output if the plant ran at full rated power all the time)
of U.S. power plants.24 For all commercial nuclear reactors through June 1980, the
capacity factor averaged sixty-six percent for the twenty-three plants (one hundred
seventy-three plant-years) with electrical output capacities under eight hundred
megawatts. But for the thirty-nine larger plants (one hundred eighty-eight plant-
years), the capacity factor averaged only fifty-four percent—nearly a fifth worse.
Sufficient experience is available, according to the nuclear industry, to distinguish sta-
tistically the effects of age from those of size. There is now no doubt that if all other
variables are held constant, the larger plants are less reliable.25

An equally striking correlation between size and unreliability holds for U.S. coal
plants.26 During 1961–73, average unit size increased by seventy-seven percent while
capacity performance (a measure of reliability) fell by thirteen percent. Coal plants of
between four hundred and eight hundred megawatts were about eight percentage points
less available than plants half as big. And for all U.S. coal- and oil-fired power plants
during 1967–76, the forced outage rate (fraction of the time the plant was broken down)
ranged from a tiny two and a half percent for plants under one hundred megawatts to
sixteen percent for plants upwards of eight hundred megawatts,27 rising proportionately
in between.28 It is partly for this reason that the average size of newly installed coal
plants fell from about seven hundred megawatts in 1971 to four hundred megawatts in
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1978; three hundred megawatts is now common size for new utility orders. The fre-
quent breakdowns of large plants are simply proving to be more than utilities can afford.

Similar experience abounds worldwide. As the Federal Energy Administration was cas-
tigating the dismal reliability of large new power plants in the U.S.,29 similar evidence was
already accepted in Europe as showing that a fundamental mistake had been made in
investment strategy. A German/British conference in 1973, for example, had already found
that poor availability had canceled out the expected economies of scale in coal plants. The
larger plants took longer to “mature”—to overcome their “teething troubles”—and never did
become as reliable as the smaller units. After four years’ operation, availability ranged from
about eighty-two percent for sixty-megawatt units (which had already leveled off at their
“mature” availability) to only about fifty-two percent for five-hundred-megawatt units,
which were still far from maturity. Intermediate sizes fitted this pattern correspondingly.30

Reserve margin

The unreliability of large units is worse than appears at first sight. The possibility that a
large unit might fail requires the provision of an equally large block of back-up capacity to
protect the grid. Conversely, a larger number of smaller units provides better protection
because they are not all likely to fail at the same time.31 Hence the smaller units would need
less reserve margin to achieve the same reliability. In other words, “the enhanced reliability
contribution of small generating units arises because the failure of a single large unit is more
likely than the simultaneous failure of two smaller units equalling the same capacity.”32

For this reason, several studies of typical interconnected grids show that building sev-
eral power plants of three or four hundred megawatts each, rather than a single plant of a
thousand megawatts, would provide the same level and reliability of service with about a
third less new capacity.33 Thus a thousand megawatts of new nuclear capacity should, in
such a grid, be compared in costs and impacts with only about seven hundred megawatts
of coal plants, because the latter can come in smaller units. For still smaller units, such as
ten-megawatt fuel cells sited at distribution substations, the savings in extra capacity to do
the same task may exceed sixty percent because of the added protection from grid failures.34

(This initial rate of savings diminishes as dispersed sources are successively added to a typ-
ical grid.) Conversely, big, “lumpy” units require disproportionately large back-up capaci-
ty, especially if they are unreliable or not thoroughly interconnected.35

Thermal efficiency
Power plant engineers have devoted immense ingenuity to trying to increase the amount

of electricity derived from each unit of fuel. By the 1960s, average thermal efficiencies (the
fraction of the fuel’s energy that is converted into electricity) had improved from less than
twenty-three percent to about thirty-four percent. Part of this progress was achieved simply
by making plants bigger: larger scale both permitted more ambitious engineering designs
and improved, for example, the ratio of boiler combustion volume to heat-losing surface
area. But despite more rigorous engineering and the pure geometric advantages of scale, the
average efficiency of U.S. power plants has slightly decreased in recent years. This is partly
because larger plants, built in the hope of wringing another few tenths of a percentage point
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out of the thermal inefficiency, proved less reliable.36 Their frequent stopping and starting
greatly increased heat losses—having to heat up the boiler and plumbing afresh with each
restart—and entailed more operation at partial load, also reducing efficiency.

Thus in Britain, among stations of the same size (five-hundred megawatts), thermal
efficiency ranged from twenty-three or twenty-four percent for plants with a capacity fac-
tor of only five or ten percent (out of order nearly all the time) to thirty-four or thirty-five
percent for relatively reliable plants (capacity factors over sixty percent).37 For all plants
upwards of four hundred fifty megawatts in output capacity, the correlation was equally
stong38—lower reliability meant lower thermal efficiency. Based only on availability, ther-
mal efficiency, maintenance cost, lead time, and direct capital cost, the optimal size for such
a plant was calculated to be between two hundred and three hundred megawatts. The
British electrical authorities, however, adopted five hundred megawatts as the standard
size. Because these larger plants proved to be less reliable and less efficient than smaller
ones, the choice of an excessive standard size led to a sixteen percent overbuilding of U.K.
generating capacity39—a mistake costing more than ten billion dollars. 

U.S. data confirm that bigger or newer power stations are, on the whole, no more effi-
cient than smaller or older ones.40 The ten most efficient power plants operated in 1974, for
example, had thermal efficiencies around thirty-seven to thirty-nine percent. They ranged in
size from two hundred thirty-eight to nine hundred fifty megawatts, and in vintage from
1958 to 1970. The quintupling of the size of the largest plants during 1958–74, and all the
technological progress of those sixteen years, did not improve thermal efficiency.

The same lesson applies in many other energy systems. For example, efficiency (and
energy cost) bear no necessary relation to unit scale or degree of centralization in most
technologies for generating electricity from high-temperature solar heat41 or even in
machines that capture energy from the wind. With these technologies as with conven-
tional power stations, bigger is not necessarily more efficient, and may cost more, too.

Waste-heat integration

Using fuel to raise steam to drive turbines to generate electricity inevitably loses
about three-fifths or more of the fuel’s energy in the form of warm water used to cool
the steam condenser. But this heat need not be wasted, as it normally is in U.S. power
stations. Instead, it can be used to heat buildings or greenhouses via a combined-heat-
and-power station. Such an integrated “total-energy system” can raise to eighty percent
or more the efficiency with which useful work is extracted from the fuel, saving money
correspondingly. This can be done particularly well on a small scale because it is more
difficult to transport low-temperature heat for long distances than electricity.

Neighborhood- or building-scale total-energy systems are especially attractive.42

Devices which use small engines to generate electricity and provide heat for a building and
its domestic water supply are commercially available. Some achieve about ninety percent
overall efficiency,43 use standard automotive engines burning a wide range of liquid or
gaseous fuels, and are suitable for a single apartment house.44 The current price of a typ-
ical total energy system such as a Fiat TOTEM™ is about ten thousand dollars for an out-
put capacity of fifteen kilowatts of electricity plus thirty-eight kilowatts of heat45—easily
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competitive with centralized supplies, despite the limited engine lifetime. Fuel cells, which
convert fuels directly into electricity plus heat without fumes, noise, or moving parts, can
be similarly economical. Models now being field-tested by the Gas Research Institute are
expected to achieve overall efficiencies from eighty to ninety-five percent.

Total-energy systems can distribute waste heat at the scale not only of a building or
neighborhood but even of a whole city. This is commonly done in Europe, and espe-
cially in the Soviet Union and Scandinavia. District heating, for example, warms forty
percent of all Danish households. Sweden, widely regarded as the leader in district heat-
ing technology, is halfway through a ten-year program of converting all cities of over one
hundred thousand people to district heating (Stockholm will take twice as long). The
conversion process involves both technical and institutional innovations. The former
include highly insulated flexible pipes which can be laid rather cheaply to carry pressur-
ized hot water throughout large areas, even at low suburban housing densities. (Steam
systems are usually considered obsolete.) Many Swedish boilers for district heating can
burn a wide range of fuels, including municipal wastes or wood chips. Cheap back-up
boilers are commonly provided to ensure reliable service, and there is usually redundant
water-pumping capacity. An experimental boiler at Enköping, Sweden uses fluidized-bed
combustion to burn virtually any combustible material efficiently and cleanly. 

Not content with present fuel flexibility, the Swedish District Heating Association
even recommends that new district heating systems be so designed that they can later
be easily converted to solar district heating. Several solar district heating systems are in
operation or under construction, mainly in Scandinavia.46 Geothermal district heating
systems are already operating in parts of Lassen County and elsewhere in California,
in Boise, Idaho, and in Klamath Falls, Oregon (which also uses the hot water for air
conditioning and industrial process heat).47 Three Minnesota towns and the city of St.
Paul are currently installing modern fossil-fueled district heating systems.

Not surprisingly, most modern power stations are too big to take advantage of district
heating opportunities. A thousand-megawatt power station produces about two thousand
megawatts of warm water—far too much to use conveniently. The largest readily manage-
able combined-heat-and-power systems operating in Sweden are only half this size, serving
the heat and power needs of a city of one hundred thousand; and that system took seven-
teen years to build up. Considerably smaller systems, typically tens of megawatts and down-
wards, offer more flexibility, are faster to build, and need less back-up to ensure reliability.

Another kind of integration between electrical and heating systems is industrial
“cogeneration”—making electricity in a factory as a byproduct of heat or steam that is
already being used for an industrial process. The most common way to do this is to use
a slightly higher temperature than normal, use it to drive a steam or gas turbine, then use
the exhaust heat (still quite hot) for the industrial process. Such cogenerated electricity
can cost about half as much in capital investment and use half as much fuel as would be
the case if the same amounts of electricity and process heat were made seperately.48 In
effect, cogeneration replaces two separate boilers—one at the factory and another at the
power plant—with a single unit that costs little more to build and operate.49 Not just a
third but about three-fourths of the energy in the fuel can then be harnessed. Further
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byproducts can include air conditioning and desalination.50 The proprietor of cogenera-
tion equipment also gains a reliable power source that can work in isolation—an advan-
tage that the publishers of the computer-intensive Los Angeles Times found irresistable.51

California alone expects to have over six thousand megawatts of cogeneration capacity
by 199052—about a third as much as currently operates in the United States. One team of
four California engineers recently identified a hundred megawatts of attractive cogener-
ation projects embracing virtually every sector of industry, yet generally small enough to
have escaped prior notice. Some inventors believe that cogeneration may be attractive
even on as small a scale as a home furnace, using a tiny gas or steam turbine to produce
household electricity and then distributing the waste heat.53

Many forms of system integration besides the use of waste heat are feasible and eco-
nomically very attractive at small scale. This important advantage of decentralized sys-
tems is described more fully in Chapter Sixteen.

Transmission and distribution costs

If an energy-supplying device is much larger and more concentrated than its cus-
tomers, its energy must be distributed to them through a costly network. The costs and
losses of that distribution are a diseconomy of excessive scale.

The extent of this mismatch is illustrated by U.S. private electric utilities in 1965–71.54

Their demand was very diffuse: it averaged only three hundredths of a watt per square
meter of land area—up to tenfold more or less in extreme cases. The density of demand by
nonindustrial users was only half this great—only about a twelve-thousandth of the average
density of solar energy on the earth. In contrast, a thousand-megawatt power plant which
(with its coal depot or nuclear exclusion area) occupies an area of several square miles rep-
resents a source whose power density is about a thousand watts per square meter, the same
as bright sunlight at noon—some thirty thousand times as great as the average density of
demand. Therefore, to spread out the highly concentrated electricity to its relatively dis-
persed users, it must be hauled an average of about two hundred miles or more. Even in
the denser European grid, this distance is typically around sixty miles. That is, to reach
enough customers to be able to use the output of a single modern power plant often entails
covering a large area with a transmission and distribution network. This is expensive. 

In 1972, the last year for which a detailed analysis is available, the cost of building
and maintaining that grid accounted for about seventy percent of the cost of delivered
U.S. elcetricity55—more than twice the cost of generation. That is, only thirty percent of
what we paid for electricity in 1972 actually bought electricity; the rest paid for getting
it from the plant to us. Similarly, natural gas systems are so concentrated that in 1976,
transmission and distribution accounted for sixty-five percent of the delivered gas price;
wellhead gas accounted for only twenty-nine percent.56

In recent years, galloping escalation in the cost of energy plants has shifted these
ratios. By 1980, for example, U.S. private electric utilities were spending sixty-nine per-
cent of their total investment on generation and twenty-six percent on the grid, com-
pared with fifty percent for generation and forty-seven percent for the grid eleven years
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earlier.57 But the grid also loses nine percent of the electricity sent through it, and the
cost of operating and maintaining the grid (currently four billion dollars a year) is prob-
ably even greater than the capital charge for all the transmission lines.58 Thus even the
1980 investment pattern suggests that about a third of the price of electricity from newly
ordered plants will be for delivering it, not for generating it. This is a significant disec-
onomy of large scale in central generation. Clearly, both costs and losses could be great-
ly reduced by better matching the scale of supply to that of end use. 

Several studies have tried to estimate how much money is saved by putting smaller
generators near the users so that less grid investment is needed. Five studies with wide-
ly varying assumptions found “dispersion credits” ranging from eight dollars to one
hundred sixty-five dollars per kilowatt of dispersed generating capacity.59 (The latter fig-
ure is roughly what a kilowatt of generating capacity cost ten years ago.) However, none
of these studies counted the saving from eliminating underground cables, which are
used in most new primary distribution circuits and can cost ten to forty times as much
as overhead lines. The actual saving is therefore even larger.

Several of the same studies allowed a credit for more reliable service. This arises
because a source sited at the substation, or even closer to end users, protects them from
transmission failures—the main cause of blackouts—and can thus improve reliability ten-
or twentyfold.60 This is in addition to any gain in reliability from the possible use of a
different generating source that is inherently more dependable than a central station.

Construction time and indirect costs

As cost of money and escalation of real capital cost take a larger share of total con-
struction costs—due to the interrelated increase of capital intensity, scale, technical com-
plexity, perceived impacts,61 and lead times—total economies of scale decline because only
physical, not financial, quantities become cheaper with size.62 But the reality appears to be
worse than that. There is some evidence that for very large units, economies of scale in cap-
ital cost per installed kilowatt actually become negative. Figure A.2, for example, shows this
effect for a sample consisting of half of the thermal power stations commissioned in the
United States in a two-year period during 1972–74. Plots of the capital cost per kilowatt of
installed generating capacity (squares) or per kilowatt available to be sent out (triangles) as
a function of unit size reveal that unit capital cost in this sample is less for a small plant than
for a very large one—just the opposite of the usual economies-of-scale theory.

A possible explanation for this unexpected result arises from differences in construc-
tion times as a function of scale.63 Although it might seem intuitively that doubling the size
of a plant will double its construction time, utilities have traditionally expected any
increase in construction time to be negligible. The actual data, however, show that dou-
bling the size of a nuclear plant in fact increases its construction time by twenty-eight per-
cent, or of a coal plant, by thirteen percent, simply because of the sheer volume of mate-
rials and labor whose use must be coordinated.64 (These increases refer only to actual con-
struction time, not licensing. There is no statistically significant correlation between licens-
ing duration and reactor cost.65) Two Los Alamos researchers, who also consider the
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process of siting and licensing, find even stronger scale effects on construction time.66

Although all parties to utility construction projects tend to blame each other for
delays, it is indisputable that the complexity of large projects is at the heart of the diffi-
culty. The Federal Power Commission reported that during 1967–76, utilities them-
selves cited vendor-related problems (late delivery, unacceptable quality, etc.) as being
responsible for thirty-seven percent of their plant delays; poor site labor productivity

NOTE: The sample includes seventeen or eighteen coal-fired, two or four nuclear, three gas-fired,
two gas- or oil-fired (dual-fuel), and one or two oil-fired stations-a total of twenty-nine plants, built
in every region except New England. Point A on the graph is from the original source’s graph;
point B is from its tabular data, which omit the [apparently high] unavailability of four very large
plants included in the graph. The right-hand triangular point is calculated using the lower value
(B). Komanoff’s (1981) smallest reactor has a capacity of four hundred fifty-seven megawatts—
between the second and third groups in the graph—so his finding of a positive economy of scale
is not inconsistent with the graph, which shows a reversal of the sign only for plants below about
a hundred megawatts. Electrical World’s corresponding data for 1980 (Friedlander 1982:76–77)
are consistent with the graph for 1974, but the numbers and types of stations in the 1980 survey
provide sparse data for the lower size ranges.
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and other labor-related problems for thirty-four percent; regulatory problems for thir-
teen percent; utility-related problems (chiefly finance) for nine percent; and bad weath-
er, legal challenges, and all other causes for eight percent.67 The more ambitious the
project, the more important all these problems become and the greater the delays.

Longer construction times increase the indirect costs of construction in at least seven ways,
some of which are difficult to quantify but all of which can be important. Longer lead time
• increases exposure to real cost escalation;68

• increases the absolute and fractional burden of interest payments during construction;69

• makes the utility’s cash flow less favorable, reduces the self-financing ratio, increases 
the debt/equity ratio, reduces the interest coverage ratios, and generally increases the
utility’s financial risk and hence its cost of money in the capital marketplace;70

• increases the project’s exposure to regulatory changes during construction71 and to 
technological progress that can alter the design criteria or even make the project obsolete;

• may increase the incentive (and bargaining power) of some construction unions to 
demand very high wages, or to stretch out construction still further, or both (as
occurred on the Trans-Alaska Pipeline);

• may arise from siting problems provoked by the large scale and hence the more obtrusive
impacts of the plant72 (this may in turn lead utilities to try to maximize installed capac-
ity per site, making the project so big and problematical that the plant becomes a
worse neighbor than it should have been, so the next site becomes much more diffi-
cult and time-consuming to find, and so on exponentially); and

• exposes the builders to high financial risk because of uncertainty. This last point 
deserves further discussion.

“The greater time lags required in planning [and building] giant plants mean that fore-
casts [of demand for them] have to be made further ahead, with correspondingly greater
uncertainty; therefore the level of spare capacity to be installed to achieve a specified
level of security of supply must also increase.”73 Longer lead time increases both the
uncertainty of demand forecasts and the penalty per unit of uncertainty. Some analysts
have tried to show that the financial penalty for underbuilding is greater than the penal-
ty for overbuilding;74 but their recommendations—to overbuild baseload plants—are actu-
ally artifacts of flaws in their models.75 More sophisticated simulations show on the con-
trary that (at least for utilities which do not carry unfinished plants in their rate base) if
demand is uncertain, the low-financial-risk strategy is deliberately to underbuild large,
long-lead-time plants.76 There are three reasons for this:

• it costs less to use short-lead-time stopgap plants more than expected (even gas turbines
burning petroleum distillate) than it does to pay the carrying charges on giant power
stations that are standing idle:

• short-lead-time plants have a shorter forecasting horizon and hence a greater certainty 
of being needed; and

• short-lead-time plants can be built modularly in smaller blocks,77 responding more 
closely to short-term perceptions of need and straining a utility’s financing ability far less.
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That is, adding a plant to a hundred similar small ones rather than to two similar big
ones causes an incremental capitalization burden of one percent, not thirty-three percent.

These qualities all reduce the financial risk and therefore the utility’s cost of money.78

Therefore, as a Business Week article remarked, “Utilities are becoming wary of projects
with long lead times; by the time the plant is finished, demand could be much lower
than expected. If you’re wrong with a big one, you’re really wrong…. Uncertainty over
demand is the main reason for the appeal of small plants.79

Control of residuals

It is often claimed that centralization simplifies control of residuals, such as air pollutants
released by burning coal. But this is not obvious in view of the many counter arguments:

• Smaller scale may reduce the total load of residuals by permitting the use of combined-
heat-and-power plants or of inherently more flexible and benign processes (for exam-
ple, fluidized-bed combustion of coal, now commercially available at thermal capaci-
ties of tens or hundreds of megawatts but not of thousands of megawatts).

• Smaller scale lowers both the risk and the cost of failure in individual pollution controlled
installations: less will get out than in the case of failure at a large plant, and there is
less fiscal incentive to bypass a defective scrubber than if the alternative were shutting
down a major power station.

• Smaller scale in certain kinds of installations makes it possible to turn residuals from 
pollutants into useful nutrients and byproducts as in the case of ethanol stillage.80

• Smaller scale, by siting the plant near its users, also gives them a direct incentive to 
insist that it run cleanly and quietly—as is illustrated by the German block-heating
plant cited in Chapter Sixteen.81 Conversely, when a large plant is rurally sited, often
because politically stronger urban residents do not want it near themselves, agrarian
politicians are often impotent to enforce environmental standards in the face of its
overwhelming economic power. The result is often inequity, giving rise to tensions
and perhaps to violence.82

Other issues of scale economies

Large plants may make it easier to use and finance the best technologies currently
available. On the other hand, smaller plants with shorter lead times may, at each stage
during rapid technological evolution, have less capital sunk in inflexible infrastructure,
and may reflect a shorter institutional time constant for getting and acting on new infor-
mation. Thus less capital is sunk at one time in any particular technology that may soon
become obsolete, and a larger fraction of capacity at any time will use up-to-date designs.

Small plants may be perceived as so benign, and fit so well onto existing sites near
users (such as the sites of old municipal power stations), that they have few siting prob-
lems: they offer far greater siting flexibility than large plants,83 and this in turn saves
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transmission costs and losses, increases the scope for total-energy systems, and encour-
ages the use of inherently superior sites.84

A social or psychological perspective suggests many further scale effects.85 Some, like
users’ perceptions of dependency or oligopoly, are beyond the scope of this work.86

Others are of a more technical character. For example, large technologies tend to sub-
merge, but small ones to emphasize, individual responsibility and initiative. This may
improve the quality of work and decisions. Furthermore, large technologies, as the physi-
cist Freeman Dyson has remarked, are “less fun to do and too big to play with.”87 They
are so complex and expensive that their design is fixed by committees, not changeable
by a single technologist with a better idea. The kind of fundamental innovation which
evolved cheaper and more effective energy systems in the past has often depended on
the technologies’ accessibility to a multitude of tinkerers.88 (This emerges clearly from the
relative speed of innovation in large vs. small wind machines or in mainframe vs. micro-
computers.) The ability of a single person to understand a technology and make a basic
contribution to it is of fundamental importance: there is, so far as we know, nothing in
the universe so powerful as four billion minds wrapping around a problem. It is for this
reason that many of the most exciting solar developments, as noted earlier, are the work
of individuals, often without the trappings and inertias of “big science.” 

The scale of an energy system can also change its basic physics and its potential per-
formance in ways that are rather subtle and unexpected. For example, several analyses
have found that solar district heating should be able to cut the delivered price of active
solar heat roughly in half.89 There are good physical reasons for this:90

• A large water tank, shared between tens or hundreds of dwellings, provides (compared 
to the small tank in a single house) a large ratio of volume to surface area, hence low
heat losses.

• The large tank has a favorable ratio of variable to fixed costs, and it is relatively cheap 
to increase the size of an already large tank. 

• One can therefore afford to use a big enough tank to provide true seasonal (summer-
to-winter) heat storage.

• This in turn provides a full summer load, improving annual collector efficiency.
• The large tank also permits further efficiency gains by separating the storage volume 

into different zones with the hottest water near the center and the coolest near the periph-
ery: this improves collector performance and further reduces heat losses from storage.

• With true seasonal storage, collectors can face east or west with relatively little penalty,
rather than only towards the Equator, so such a system would be more flexible to site,
especially in a city.

The net result of all these effects is a marked cost reduction—probably to a level well
below the oil prices of the mid-1970s.91 Incorporation of solar ponds or ice ponds92 or
both93 would cut costs still further, and would incorporate energy collection and energy
storage into the same device.

This example illustrates how sensitively optimal scale depends on technological con-
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cept and on the proposed use. (It will certainly depend, for example, on how much heat
the buildings require and on the local climate.) It may well turn out that active solar
heating is cheaper at some intermediate scale than at the scale of a single house or a
whole city. And it may also very well turn out that active solar heat at any scale is
uncompetitive with simpler, smaller measures to make buildings more heat-tight and to
increase their passive solar gain. The question of optimal scale for a particular device is
therefore not the only important question to ask; one must also determine whether that
sort of device is worth building at all. 

Finally, to make this analysis of scale issues at all tractable, it has excluded such ques-
tions as the appropriate organizational scale of energy systems. (For example, solar district
heating may be technically cheaper than single-building active solar heating, yet cost more
in practice because of the greater social costs of organizing a joint project among many
people.) The organizational patterns of the energy system are a vast and important sub-
ject. It is important for some purposes, for example, to know that of the roughly three and
a half thousand U.S. electric utilities, the largest ten own about twenty-five percent of the
total capacity, the largest thirty own fifty percent, and the largest hundred own eighty per-
cent.94 (The concentration before the Great Depression was even greater: in 1932, eight
holding companies produced three-quarters of America’s electricity, although several of
them then went bankrupt as sales declined.95) The quintupling of the size of steam-electric
generating stations during 1950–75 submerged the authority of localities, states, and even
individual utilities themselves beneath that of regional power pools.96 But although the
nature and scale of utility ownership, control, and regulation undoubtedly affects some-
how the economics of the hundred-billion-dollar-a-year utility industry, no effort has been
made here to determine how. This analysis also neglects the sociopolitical effects of scale
(many of which were mentioned in previous chapters), because while they are undoubt-
edly important—some would say dominant—in the way the United States actually makes
public policy decisions about energy, nobody knows how to quantify those effects.

What is the net result?

This appendix has listed ten broad classes, and nearly fifty specific types, of com-
peting effects of scale on the economics of energy systems. Large scale affects direct con-
struction costs through the ratio of fixed to variable costs, geometrical factors, con-
struction techniques, technical requirements and complexity, and scope for mass pro-
duction of components. Some of these effects are economically favorable, at least at first,
while others tend to be adverse. Scale alters operating costs in many ways and proba-
bly in both directions. Large scale affects (generally adversely) technical reliability,
reserve needs, opportunities for thermal and other types of system integration, and dis-
tribution costs and losses. Scale and concomitant effects (notably availability) can affect
thermal efficiency. And large scale is intricately (and generally adversely) related to con-
struction time and, via at least seven pathways, to ultimate cost.

Clearly, then, it is not good enough to look only at one or two economies of scale—
such as a saving on the direct construction cost of a power plant per kilowatt—and
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ignore the nearly fifty diseconomies identified here. Yet it is by such defective reasoning
that America has come to rely on huge and brittle energy technologies. The same habit
of thought has led many energy technologists to assume that smaller technologies, lack-
ing those economies of scale, must be uneconomic. Yet on the contrary, it is partly by
avoiding the diseconomies of large scale that many small energy technologies are in fact
able to compete economically with conventional large technologies as is demonstrated
in the next two appendices.

The dispute over the economics of scale would be easier to settle if one could cite a
careful economic comparison between big and small technologies which focused solely
on scale as the key variable. Unfortunately, small systems also tend to differ from big
ones in many respects other than scale: they may, for example, be total-energy or renew-
able systems, and these fundamental differences tend to submerge the importance of
their different scale. There is, however, a detailed analysis by two Los Alamos scientists
which shows how scale alone can give an economic advantage to the smaller of two oth-
erwise identical systems—big versus very big coal-fired power plants.97 That analysis is
only peripheral to the broader case developed here. Whereas Part Three of this book is
concerned mainly with small technologies, the Los Alamos study deals only with two dif-
ferent sizes of a technology which are both many thousands of times larger than any
small technologies. The importance of the example lies rather in showing that by con-
sidering eight scale effects rather than only one, the conventional wisdom of the utility
industry (very big power stations are cheaper per kilowatt than big ones) can be reversed.

The Los Alamos scientists’ calculation used empirical cost and performance data to
compare coal-fired power station projects in two different sizes: four plants each gener-
ating seven hundred fifty megawatts; and nine plants, each only a third as large.
Because the larger plants are less reliable and can “drop out” more capacity at once, they
would need a third more total capacity to do the same job. This puts the larger plants
at an initial disadvantage. In addition, the smaller plants would save money by being
nineteen percent more reliable, by taking five years to build instead of nine, and by hav-
ing a forced outage rate fifty-nine percent lower than the big plants. The money saved
by these advantages would more than make up for smaller plants’ economic disadvan-
tages: fifteen percent worse thermal efficiency, eleven percent higher capital cost per
kilowatt, and slightly higher costs for coal transportation and electricity transmission.
Balancing all these effects, the total cost (discounted to present value) of building the
smaller plants would be less than that of the larger plants by one percent in operating
costs, seventeen percent in construction costs, and six percent in total lifetime electrici-
ty price. The smaller plants would thus save electricity consumers a total (in 1977 value)
of two hundred twenty-seven million dollars compared to the bigger plants.

The Los Alamos calculation is especially impressive because it finds an advantage
for smaller plants—within the size range in which economies of scale are supposedly best
known to operate—even though it leaves out approximately forty diseconomies of large
scale identified earlier in this appendix. Its assumptions, too, consistently favor the larg-
er plants. For example, it supposes that in practice, the hoped-for gains in thermal effi-
ciency at larger scale will not be reversed by higher forced outage rates. It assumes



Appendix One: Scale Issues 353

economies of scale in construction four times as large as those (if any) actually observed
for all U.S. coal plants. It ignores the likelihood that the better cash flow associated with
shorter lead time would reduce the utility’s effective cost of money. It does not account
for possible reductions in grid costs and losses from siting the smaller plants closer to
the users. Most importantly, it does not count the potentially very large savings that
could be achieved through district heating or other forms of system integration—oppor-
tunities that could completely change the design and purpose of the project if the plants
were, say, two hundred fifty kilowatts rather than a thousand times larger. Yet despite
its narrow focus, the study finds that taking a few competing diseconomies into account
gives the smaller plants a cost advantage larger than many on which utilities now base
their investment choices.

The evidence cited earlier for additional advantages of much smaller scale, and espe-
cially for total-energy systems and other forms of system integration (treated in Chapter
Sixteen), suggests that a much stronger economic case could be made for making the
plants even smaller and more local than the case study assumes. And in the case of
renewable sources—which tend to have greater integration opportunities, which can gen-
erally be sited directly at the point of use so as virtually to eliminate grid costs and loss-
es, and which have no cost of fuel delivery—the economic advantages of small scale, for
uses of normal (relatively low) density, should be even greater.

By now, in short, the evidence of compensatory diseconomies of large scale which
favor smaller technologies is so overwhelming that no rational decision-maker can
ignore it. However these many competing effects are balanced, it is difficult to imagine
a way—save in the most centralized applications, such as operating a giant smelter—that
they can yield lower net costs of delivered energy services at very large scale than at
moderate, and often quite small, scale. Thus the relatively small, dispersed modules of
energy supply required for a genuinely resilient energy system do not appear to be
incompatible with reasonable cost, and may indeed be one of the simplest ways of
achieving it.
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The state of the art in inherently resilient energy sources has been treated in detail
in recent primers for lay audiences,1 for scientists,2 and for policy-makers.3 It is not pos-
sible in a book of this length to do justice to those fundamentals. Rather, this appendix
highlights some recent technological advances, not described in earlier chapters, which
seem especially promising for making the U.S. energy system less vulnerable.

Heat

Passive solar design Passive solar techniques—capturing and storing solar energy in the
fabric of the building itself—are now known to be the best buy (after, and in combina-
tion with, efficiency improvements) for space-heating both new buildings and retrofits.
Passive devices requiring no pumps can also heat domestic water cheaply (Appendix
Three). Sophisticated design tools4 and packaged design kits have been tailored for use
in many climates.5 These now permit the performance of any combination of passive
elements in any climate to be accurately simulated and optimized on a hand calculator.
In general, passive design has turned out to be simpler and more effective than expect-
ed. Annual national and international passive solar conferences have refined and prop-
agated these techniques with remarkable speed. Successful passive solar houses are now
being built or retrofitted6 at a rate of hundreds of thousands per year, even in the least
favorable solar climates.7

New materials  New materials with unusual properties are becoming available for both
passive and active solar use. Transparent insulation and heat-reflecting glazings (includ-
ing Heat Mirror‚) are now in commercial production. An experimental glass-plastic-
argon glazing with an R-value of nineteen—as good an insulator as nearly two and a half
inches of foam—has been developed in Germany. Some new plastic-film glazing materi-
als, such as 3M’s Flexigard‚, transmit better than window glass at visible wavelengths,
are nearly opaque in the infrared, and show no signs of degradation after twelve years’
weathering in bright sun.8

Appendix Two

Technical Progress in
Appropriate Renewable

Sources

The notes for Appendix 2 appear on page 59 of this pdf.
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Solar plastics Tough, highly durable plastic films have been proposed by T.B. Taylor
and developed by Brookhaven National Laboratory as materials for active solar collec-
tors at least ten times cheaper than conventional ones. Such collectors have for several
years been sold in Switzerland,9 and could easily be site-assembled just as plastic-film
greenhouses are now. (Stockpiling appropriate films and instructions could indeed be an
important element of any solar mobilization.) Active solar collectors molded from up to
four different polymers, each suited to its task, are now being sold. Micropolished reflec-
tive films are proving highly resistant to weathering and are starting to reduce dramati-
cally the price of concentrating collectors.

Simple concentrating collectors So diverse are the designs of active solar collectors—now
being made by more than three hundred fifty U.S. companies—that it is not yet clear
whether flat-plate or concentrating collectors are superior for supplying heat below the
boiling point of water. The Office of Technology Assessment found that the cheapest
collector on the 1977 market (other than rollable plastic mats and other unconvention-
al designs, some of which are quite effective) was a concentrating parabolic trough.10

Very simple automatic tracking mechanisms have been developed. They can be quite
reliable, as attested by the performance of military and airport radar trackers. Robert
Stromberg of Sandia National Laboratory, who has sold thousands of sets of plans for
a homemade concentrator of the type used on his own house, argues with some justifi-
cation that even in a climate as cloudy as Boston, the extra efficiency of a concentrating
collector when exposed to direct sunlight can more than make up for its inability to cap-
ture the diffuse light which may be at too low an intensity to reach the flat plate’s oper-
ating threshold. This argument has particular merit for photovoltaic cogeneration sys-
tems (described below). Moreover, compound parabolic (Winston) collectors can
achieve concentrations of several suns—in some cases approaching ten suns—without
needing to track the sun at all, or with only a few adjustments of their orientation each
year. Such collectors can combine the advantages of concentration in direct sunlight
with respectable performance as flat-plate collectors on cloudy or hazy days, and can be
cheaply mass-produced from molded plastic. 

Selective surfaces A response to the argument for concentrating collectors is that in a
cloudy climate, “conventional” flat plates—those with a flat-black absorbing surface—are
the wrong choice. A “selective” surface, which absorbs visible wavelengths well but radi-
ates infrared badly, is far preferable. A surface which absorbs visible light about five
times as well as it emits infrared (a “selectivity” of five) can be made simply by brush-
ing a lampblack-water slurry on a metal absorber plate and letting it dry to a thickness
which removes the metallic luster but is still gray, not black. A selectivity around eight
to ten can be achieved by many kinds of electrochemical coating processes and some
special paints. Adhesive selective foils (such as SunSponge®) can boost even the per-
formance of Trombe walls—passive, glazed masonry walls—by about a third, more
cheaply than equivalent night insulation. 

For about thirty cents per square foot, a selectivity-eight foil can be applied, perhaps
by stretching it over a slightly convex absorber, to an active collector. This simple modifi-
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cation produces remarkable results. Since the diffusely scattered light on a cloudy day,
although somewhat reduced in intensity, is still energy of extremely high quality—its effec-
tive color temperature is over five thousand degrees Fahrenheit—a selective surface, suit-
ably insulated, will attain very high equilibrium temperatures. Thus a single-glazed selec-
tivity-eight collector—a selectivity achieved in many commercial U.S. and Japanese flat-
plate collectors—has been demonstrated to heat domestic water by a highly satisfactory
fifty-four Fahrenheit degrees—that is, to a final temperature well over a hundred degrees—
with forty-five percent efficiency on a cloudy winter day in Hamburg.11 (The total solar
radiation per square foot was equivalent to a fifth of the level obtained on a clear summer
day at noon. Raising this to three-tenths increased the efficiency to fifty-seven percent.)

Higher selectivity would make the collector even less sensitive to cloudiness. A selectiv-
ity in excess of fifty can be obtained by sputtering thin films using well established high-vac-
uum techniques similar to but less demanding than those used in coating optical lenses. A
selectivity—fifty surface in a hard vacuum will serve a process heat load at upwards of a thou-
sand degrees Fahrenheit on a cloudy winter day in Juneau. If the liquid-metal coolant in such
an absorber should stop flowing the metal absorber plate would probably melt.

Medium-concentration-ratio collectors In contrast, only direct sunlight can be used to
operate conventional collectors. Commercial line-focus systems, of which more than a
million square feet were made in the U.S. in 1980, go up to about five hundred degrees
Fahrenheit, and sold in 1980 for about thirty or forty dollars per installed square foot12—
a price competitive with oil today, and certainly with new synfuels or electricity
(Appendix Three). Point-focusing dish collectors can achieve higher temperatures.
General Electric prototype dishes twenty-three feet in diameter recently supplied heat at
seven hundred fifty degrees Fahrenheit with seventy-one percent collection efficiency.13

(That temperature is adequate to supply essentially all the process heat needed by the
food, paper, and chemical industries, plus most of the needs of oil refining.) Point-focus
systems for loads up to about fifteen hundred degrees Fahrenheit are beginning to enter
the market at attractive prices. For example, Power Kinetics Corporation, of Troy, New
York, offers for thirty-seven thousand dollars an eight-hundred-sixty-square-foot dish
with a peak output capacity of fifty-nine kilowatts and a measured efficiency of seven-
ty-four to seventy-nine percent. It is calculated to pay for itself by saving oil in the
Northeast within three to ten years14—similar to the economies estimated in the Solar
Energy Research Institute’s “conservative” mass-production case shown in Table A.2 in
Appendix Three, and competitive today with most fuels in most parts of the United
States. Another dish has heated gas to twenty-two hundred degrees Fahrenheit steadily,
twenty-six hundred maximum.15

High-concentration-ratio collectors Large dish concentrators can achieve concentration
ratios up to about a thousand suns—enough to vaporize any material. For achieving very
high temperatures, however, it is more common (though not yet proven to be cheaper) to
focus sunlight on central receivers by using large fields of tracking mirrors (heliostats). Such
systems, now under development in many countries, can achieve essentially any concen-
tration ratio. One Italian firm sells small heliostat fields.16 Heliostats operate megawatt-range
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solar power plants in Japan, Spain, and France. Southern California Edison Company pro-
poses to build by 1988 a hundred-megawatt solar peaking unit instead of oil-burning gas
turbines. Edison believes that modest heliostat production—about a hundred megawatts of
electrical capacity per year for five to seven years—would make such solar-thermal systems
economic for repowering oil-fired plants in the Southwest.17 The biggest application of helio-
stat technology, however, will probably be in high-temperature direct process heat. In that
market it will have some stiff competition from lower-technology solar collectors. As an
example of what can be achieved even with devices simple enough for a tinkerer to make
at home, one dish concentrator built by Doug Wood in the cloudy Olympic Peninsula of
Washington State provides forty kilowatts of steam at a new-materials cost less than half
the cost of heat from burning 1981 world oil in an eighty-percent-efficient boiler. Even a
commercial replica of this simple dish (made of sections of pipe and cheap sections of mir-
rored glass) would compete handily with today’s oil prices (Appendix Three).18

Solar ponds Among the most rapidly emerging solar technologies during 1980–82 has
been the solar pond—a passive device for cheaply supplying heat year-round, day and
night. Although there are several types of solar pond, the most common is a hole in the
ground with an impervious liner, filled with concentrated brine—various kinds of salts
can be used—and preferably with a darkened bottom. Both direct and diffuse solar radi-
ation heat up the bottom of the pond, but because the hotter water there dissolves more
salt and is thus denser, convective heat transfer to the surface is suppressed. (The prop-
er geometry can enable the salt to form a self-stabilizing gradient of optical bending
power which helps to concentrate light on the bottom.) A layer of fresh water on top,
which stays fairly well segregated, acts as a transparent insulator. Other forms of
translucent insulation can also be added. A simple heat exchanger, such as some pipes
near the bottom, can extract heat at nearly the boiling point: solar ponds in sunny areas
can boil by late summer, as a pond near Albuquerque did in 1980. The large thermal
mass of the pond provides built-in heat storage, although it may take some months to
come up to its full working temperature. Good ponds convert twenty to thirty percent
of the total solar radiation into usable heat. They may cost fifty cents to a dollar per
square foot if salt is available onsite, as near many mines and factories; three dollars or
more per square foot if the hole, liner, and salt must be specially provided.

Solar ponds were originally expected to work only in desert climates, but the suc-
cessful operation of a nearly half-acre pond by the City of Miamisburg, Ohio since 1978
has dispelled that notion. Even with ice on the surface, the bottom temperature in the
cold spell of February 1978 was still eighty-three degrees Fahrenheit. The total cost,
mostly for eleven hundred tons of salt and for the liner, was three dollars twenty cents
a square foot. Maintenance cost is very small. The delivered heat price, as noted in
Appendix Three, is just over nine dollars per million BTUs.19 That is equivalent to
burning seventy-five-cent-a-gallon oil (hard to find these days) in a seventy-percent-effi-
cient free furnace, or to running a baseboard heater with electricity costing three and a
tenth cents per kilowatt-hour (about half the national average residential price). Recent
reports indicate that the heat was stored for two or three months rather than for six, and
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thus did not quite match the load, but a larger or better-lined pond would provide
longer storage. Other pond projects, including some to provide district heating, are
being pursued in cloudy northern climates.20

Solar pond research and demonstrations being pursued by the CalTech Jet
Propulsion Laboratory, Los Alamos National Laboratory, California Energy
Commission, Southern California Edison Company, and others should lead in the next
few years to the sort of “cookbook” understanding of pond design already obtained for
passive solar techniques. Solar ponds are a robust, nearly invulnerable heat source: even
an event which disturbed the salt gradient and reduced collection efficiency would still
leave weeks’ worth of recoverable heat.

Ice Ponds Another and in some ways even more exciting development, seasonal storage
ice ponds,21 can store winter coolth through the summer, offering reliable air-conditioning
at a tenth of the usual energy cost. T.B. Taylor has demonstrated that high-density ice can
be formed on a chilly winter day in Princeton, New Jersey, simply by spraying water from
a garden hose into a hole in the ground. Insulated by straw (or more elaborate materials),
such a block of ice can supply thirty-two-degree meltwater for chilling a building right
through the summer. (A large building using this principle is now under construction in
Princeton with funding by an energy-conscious insurance company, Prudential.) A com-
bination of ice ponds with solar ponds,22 taking advantage of the economies of seasonal
storage noted in Appendix One,23 can provide heating, cooling, and—via a low-tempera-
ture heat engine—electricity at prices which look very attractive today.

Vehicular liquid fuels

Enough liquid fuels can be sustainably produced from farm and forestry wastes (not
special crops) to run an efficient vehicle fleet.24 (Biomass-derived chemical feedstocks also
show considerable promise.)25 The sustainable use of biomass wastes will require careful
management and integration with basic reforms of cultural practice which should be under-
taken in any case to protect soil fertility—now eroding faster than during the Dust Bowl.26

Primers on biomass liquids have been published elsewhere.27 The main types of liq-
uid fuels available from biomass include pyrolysis “oil” made by heating woody sub-
stances with little air; such “oil” slurried with char produced in the same process; diesel
fuel or gasoline refined from pyrolysis “oil”; methanol; ethanol; butanol; and blends of
various alcohols. These can be burned neat or blended with oil-based fuels; Gasohol‚,
for example, is a blend of ten percent anhydrous ethanol with ninety percent gasoline.
Other liquids also show promise: for example, alcohols and inedible vegetable oils can
be reacted in a simple solar-heated catalytic device to form esters which are reportedly
superior to oil-based diesel fuel.28

Use in vehicles Some of these fuels are usable directly in unmodified car engines; others
need minor modification which costs up to several hundred dollars for retrofit or nothing
at the factory.29 (These modifications must, however, be properly done; inadequate atten-
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tion to such details as making fuel-system gaskets insoluble in alcohols and preventing alco-
hols from becoming contaminated by water has led to well-publicized problems in Brazil’s
ethanol fuel program.) The range of some fuel-engine combinations can be extended by
changing the engine design: alcohols, for example, burn well in spark-ignited diesels with
proper lubrication. The high compression ratios obtainable from such designs can enable
alcohols, especially methanol, to burn much more efficiently than gasoline—one of the rea-
sons why methanol has long been used as a premium fuel by racing drivers. 

It would enhance energy preparedness if car makers routinely used methanol-proof
components in fuel systems, and provided carburetors with a switch for easy conversion
between gasoline, gasoline/alcohol blends, and pure alcohol. (At least one U.S. automak-
er has reportedly developed such a device.) Brazilian automakers owned by Ford,
General Motors, Chrysler, and Volkswagen are already making pure-ethanol cars and
converting about ninety thousand gasoline cars to ethanol each year.30 Despite some
teething troubles, Brazil’s program is expanding. In California, some cars are being com-
mercially converted to burn neat methanol (cheaper and cleaner than gasoline), with the
conversion cost being almost entirely covered by the renewable energy tax credit.

Dispersed ethanol production Excellent manuals on commercial ethanol production
from crops are available,31 though analogous guides are not yet available for other, more
promising, feedstocks, processes, and products. Extensive grassroots training programs
in ethanol still construction and operation are provided by a wide range of groups, espe-
cially in the Midwest.32 Given that knowledge, a still big enough to fuel a car can be built
from commonly available materials in a few days and operated from almost any sugary
or starchy feedstock. Although this approach, using traditional still designs, is not ener-
gy-efficient, it does provide a premium fuel from what may otherwise be waste materi-
als. Small- and medium-sized ethanol plants of more formal design also offer interesting
advantages for integration into farm operations33 and are attracting special interest as a
community economic development tool at small Black colleges.34

Whether ethanol is produced in small stills or (preferably) a wider range of fuels is
produced by more efficient methods from non-crop feedstocks (especially cellulosic
wastes), the potential contribution from many small plants, both routinely and in an
emergency, could be very large. As an analogy, in the United States today about eleven
million cows, in herds averaging sixty cows each, produce fifteen billion gallons of milk
per year. That is about a fifth as many gallons as the gasoline used annually by
American cars, or about the same as the number of gallons that those cars would use if
they were cost-effectively efficient (Chapter Fifteen). Yet much of that milk “is efficient-
ly supplied by small-scale decentralized operations”35—at far lower cost than if all the
milk were produced, say, in a few giant dairy farms in Texas and then shipped around
the country. Likewise, “the average stripper well produces about two and eight-tenths
barrels of oil per day, which is about one-seventh of one-thousandth of a percent of what
we consume in oil every day, …but…the cumulative effect of all our stripper wells
[is]…twenty-one percent of continental oil [extraction].”36

A special advantage of alcohol or other liquid-fuel production from farm and forestry
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wastes is that it would tend to be concentrated in the mainly agricultural, rural areas
which have disproportionate, highly dispersed needs for mobility fuels37 These regions
are at the end of conventional supply lines: some North Dakota farmers today must drive
hundreds of miles to get to a gas station, making it hardly worthwhile to fill up. But with-
out adequate fuel, those rural areas cannot grow food for export to the cities. Of the two
and a half quadrillion BTUs used in American agriculture in 1978, about ninety-three
percent was oil and gas.38 Most of that ran farm equipment and dried crops. In a short-
age, and especially in a war, farms could no longer compete in the marketplace for very
costly mobility fuels—especially if agricultural exports had also been interrupted, making
grain prices plummet at the very time when oil prices were skyrocketing, probably to sev-
eral dollars a gallon. In these dire circumstances, farmers could continue to feed the
nation only if they had the means to convert crop wastes (and perhaps even surplus
grains at a pinch) into alcohol fuels. It is for this reason that Admiral Moorer, former
Chairman of the Joint Chiefs of Staff, noted “the valuable contribution of a highly dis-
persed, self-contained liquid fuel production system to serve the vast U.S. farming com-
munity in developing the strategic defenses of the United States.”39

Other biomass-to-liquids alternatives Many people think only of corn-based ethanol
when biomass liquids are mentioned. A million tons of corn did in fact provide about
one hundred of the hundred and five million gallons of fuel alcohol made in 1980.40 If
earlier federal commitments had been honored, grain ethanol plants producing nearly
six hundred million gallons per year would have been built by the end of 1982.41 But
corn ethanol is far from the only important feedstock, process, or product, and—espe-
cially with the inefficient, oil- or gas-fired stills commonly used—is among the least
attractive. Other processes, notably thermochemical ones, have better economies and at
least equal technical simplicity.42

Feedstocks for pyrolysates or alcohols abound, even in urban areas: just the pure,
separated tree material sent each day to Los Angeles County landfills, not counting
mixed truckloads, is four to eight thousand tons, with an energy content of the order of
a thousand megawatts. At a nominal conversion efficiency of seventy percent, a thou-
sand megawatts (thermal) of tree wastes would yield fuel equivalent to nearly half a mil-
lion gallons of gasoline per day—enough to drive a sixty-mpg car more than ten miles
per day for every household in the county. Sacramento is spending three and a half mil-
lion dollars to build a fluidized-bed gasifier, expected to repay that cost within six years,
which will consume twenty thousand tons per year of tree, lawn, and garden trim-
mings—a third of the City’s total trimmings now sent to landfill. On completion in late
1982, the gasifier is to provide sixteen megawatts of heat at eighty-five percent efficien-
cy, replacing half the natural gas now used in the boilers that heat and cool the Capitol
and seventeen large state office buildings.43 Similarly, Gold Kist, Inc. expects a three-year
payback for the four-million-dollar boiler installed in 1981 at its soybean processing
plant, and fired with peanut hulls and pecan shells. Diamond/Sunsweet, formerly hav-
ing to dispose of a hundred tons of walnut shells per day, is now getting a three-year
payback by burning them in a four-and-a-half-megawatt cogeneration plant. And the
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Boeing Company’s huge production complex in Everett, Washington is building a plant
which will burn cartons and other factory wastes to raise steam for space-heating and
powering manufacturing processes.44

Most parts of the United States have some similarly rich source of biomass wastes
whose premium use, in general, is not combustion for heat or electricity, but rather con-
version to mobility fuels. The cotton-gin trash currently burned or dumped in Texas is
enough to run every vehicle in Texas at present efficiencies. The distressed grain in an aver-
age year in Nebraska would fuel a tenth of the cars in Nebraska at sixty mpg. At that effi-
ciency, the straw burned in the fields of France or Denmark each year would fuel every car
in those countries. Feedstocks range from walnut shells and rice straw in California to
peach pits in Georgia and apple pomace (left after squeezing cider) in Pennsylvania. None
of these wastes by itself is nationally significant. But numerous small, localized terms, of
which the largest is logging wastes, add up to quite enough to fuel, even with expanded
travel, the entire American transport system if it is run at cost-effective levels of efficiency.45 

Appendix Three shows that some of the processes available today can provide liq-
uid fuels from biomass wastes at prices competitive with oil products. Some other
processes and feedstocks are not quite competitive with today’s oil, though they are
much cheaper than the synthetic fuels which are proposed (with huge federal subsidies)
to be made from coal or oil shale. To bring the full range of bioconversion processes
from promising pilot-scale tests to competitive market availability will require three
main types of technical developments. The first, most important, and least supported is
reform in farming and forestry practice to make these activities sustainable by protect-
ing soil fertility while at the same time providing residues for fuel conversion.46 This is
an intricate biological, social, and economic question which no federal program address-
es; but without it, Americans will not long remain able to feed themselves.

The second need is rapidly being met: the final product engineering and wide deploy-
ment of improved processes to ferment sugars or starches into ethanol. For example, a few
years ago it took fifty to a hundred thousand BTUs to distill a gallon of ethanol to one
hundred ninety proof. Today some commercial processes use twenty-five thousand BTUs
to go all the way to dried (anhydrous) ethanol,47 and the best demonstrated processes have
reduced this to only eight or ten thousand BTUs, using advanced distillation or critical-
fluid processes.48 Innovative water-alcohol separation processes include freezing (New
England applejack and Appalachian moonshine were long fortified by leaving the kegs out
to freeze), chemical extractants, hydrophobic plastics, cellulosic adsorbants,49 and—just
emerging—synthetic membranes.50 Good process efficiencies, in mass yield from feedstock
to alcohol, are now typically forty-six to forty-eight percent for glucose fermentation to
ethanol—some ninety to ninety-five percent of the theoretical limit on efficiency. These
processes are likely to become widely available at all scales over the next few years.

The third and technically most exciting line of development is the evolution of new
processes (or refinement of old ones—acid hydrolysis has been in use for over a centu-
ry) to convert cellulosic wastes, the most versatile and abundant kind, into alcohols.
Acid hydrolysis can break down cellulose to glucose with virtually complete yields, pro-
viding a mass yield of over forty percent from cellulose to ethanol.51 Cellulose and hemi-
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cellulose can also be converted directly into ethanol by special bacteria at mass yields of
better than twenty-five percent52—a figure that is being improved upon.

Thermochemical processes Thermochemical processes can yield methanol by the rou-
tine catalytic “shift reaction”53 of steam with synthesis gas (a hydrogen/carbon-monox-
ide mixture produced by oxygen gasification of biomass). Using modified coal-conver-
sion technology, which is not optimal for biomass, the efficiency of the whole process is
about forty to forty-eight percent, or about as good as the main processes for making
synthetic fuels from coal.54 A new downdraft gasifier has increased the methanol yield
to an astonishing eighty-three percent, while another gasifier design can directly pro-
duce gasoline.55 Pyrolytic “oil” production has at least a fifty percent conversion effi-
ciency56—typically sixty to eighty percent including the slurried char, even in small plants
that can fit on the back of a pickup truck and go to where a pile of logging wastes, mill
sawdust, or other feedstock happens to be available.57

Most thermochemical processes are better suited to producing methanol than ethanol.
As mentioned earlier, methanol has long been considered a premium fuel for its high per-
formance, cleanliness, and safety; in high-compression-ratio car (say, fourteen or more to
one), it burns so efficiently that even though it contains only half as much energy per gal-
lon as gasoline, it can supply only a fifth to a quarter fewer miles per gallon.
Methanol/ethanol/tert-butanol blends and other combinations of several types of alcohol
can be even more advantageous.58 Since cellulosic feedstocks are the most widespread and
the easiest to convert and use efficiently in small, dispersed plants using low technology, the
emerging cellulosic conversion processes seem particularly advantageous for building a
nearly invulnerable national capability for dispersed, sustainable liquid fuel production.

Gaseous fuels for road vehicles As still another option, cars can burn gaseous hydro-
carbons with little modification except in the fuel tanks. Although hydrogen-burning cars
are still fairly rare, other gaseous fuels are becoming quite popular. Canada has a pro-
gram of conversion to compressed natural gas (CNG), at a capital cost of about seven-
teen hundred dollars per car for retrofits or at most a few hundred dollars at the factory.
Although the limited gas capacity of the steel gas bottles reduces the range of the cars to
about forty-five miles per standard welding-gas-sized tank, the bottles can be kept in the
trunk without taking up all the luggage space, and the normal gasoline tank can be kept
connected to the fuel line too. Thus the car can remain dual-fueled, enjoying both the
long range of gasoline and the reduced engine wear, lower emissions, and lower costs of
CNG (especially in urban driving). Upwards of twenty thousand American and a quar-
ter-million Italian drivers have already switched to CNG. They usually refill their gas
bottles in a few seconds at compressor stations (many of which are at gasoline filling sta-
tions). Methane suitable for CNG cars can also be made from biomass wastes and com-
pressed on the farm. Congress recently passed a Methane Transportation, Research,
Development and Demonstration Act to encourage CNG applications.

Another alternative vehicular fuel now gaining ground is LPG (Chapter Eight)—
chiefly propane stored as a pressurized liquid and vaporized on demand by a small heat
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exchanger warmed by the vehicle’s exhaust. About three million LPG carburetors have
been sold in the U.S. since 1969, and the rate of conversions is rapidly increasing as fuel
costs and taxes rise. Renault and Peugeot sell LPG production cars.59 Ford offers a 1982
propane model in production Granadas and Cougars.60 Many fleet operations already
use LPG. The fuel tank is arguably more dangerous than a gasoline tank in a crash,
though the safety experience so far is not bad. With CNG—already gaseous rather than
liquid, and contained within half-inch steel tank walls—no tank ruptures have been
reported in one hundred eighty rear-end collisions.

A million portable wood gasifiers ran European cars during World War II. Extensive
data are available on their design and performance.61 Although they take about an hour
a day to fuel and care for, and consume about twenty-two pounds of dry wood per gal-
lon gasoline equivalent, they are such a robust substitute in heavily wooded regions that
Sweden is considering stockpiling gasifiers in case of severe gasoline shortage. Direct-
combustion Stirling engines may also be attractive.62 The Boat Division of Chalmers in
Sweden has even burned wood flour directly in diesel engines. Wood itself (and sawdust,
peat, etc.) is easy to store, ship, and handle in pelletized form: one version, Woodex™, is
cleaner than coal, at least as cheap, and made by at least twelve plants in seven states.

Electricity
The most commonly discussed renewable electrical sources are microhydroelectric-

ity, wind electricity, and photovoltaics (solar cells). (Others, such as solar cogeneration
in dish concentrators supplying industrial process heat, or electric-only “power towers”
using large fields of heliostats, will not be treated here.) Wind and small hydro can also
be used for pumping water or heat, for direct mechanical drive, for compressing stor-
able air to run machines, or even for refrigeration.63 At least one small hydro operation
in upstate New York is also reported to be using its surplus off-peak output to electrolyze
water; the resulting hydrogen, a premium gaseous fuel, could of course be stored under
pressure or in solid hydrides and used to operate clean vehicles at high efficiency.
Surplus electricity from solar cells or other sources could be similarly used. Although
pure-electric cars cannot compete in principle with very efficient fueled cars, some of
those, such as series hybrids, lend themselves to partial operation by cheap solar cells
(perhaps installed on the car itself) or other renewables.

Low-temperature solar thermal electric systems A little-known option may, in favorable
sites, be the cheapest known source of new baseload electricity: a solar pond with a low-
temperature heat engine, especially if it works into an ice pond as suggested by T.B.
Taylor. The large heat capacity of the pond would provide weeks or, in large ponds, many
months of built-in storage. Israel has operated a hundred-fifty-kilowatt-electric solar
pond/Rankine-engine combination of this type since 1979. There are plans to expand this
to five megawatts, at a cost of about two thousand dollars per electric kilowatt, in 1983.
Israel also plans two thousand megawatts (the equivalent of two giant power stations) in
floating solar ponds in the Dead Sea by 2000, and projects that a proposed Southern
California Edison Company plant in the Salton Sea—officially projected to generate elec-
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tricity at about seven to ten cents per kilowatt-hour (competitive with central coal or
nuclear plants)—could actually be built to run at four to seven cents a kilowatt hour.

Small hydro Small hydro—variously defined as less than one-tenth, five, or twenty-five
megawatts per site—is being intensively exploited by entrepreneurs.64 Many of these
projects merely revive older ones that had fallen into disrepair. By 1976–77,65 innumer-
able small dams, including over ten thousand in New England alone, had been aban-
doned: just in the past twenty years, more than three thousand working hydroelectric
plants totalling some three thousand megawatts had been taken out of service, consid-
ered a nuisance by utilities that preferred to manage a few big plants instead. (Many
existing large dams were also left with empty turbine bays.66) The National
Hydroelectric Power Study by the Army Corps of Engineers has identified still more
opportunities, but has tended to ignore many of the best ones, such as canal locks.

There are more than fifty thousand dams over twenty-five feet high, plus many
which have a lower head but are still potential power sites (heads as low as five feet,67

or essentially zero-head run-of-the-river sites, can be used). Some of these sites are envi-
ronmentally or institutionally unsuitable,68 but many others can be refurbished and
some developed from scratch without doing much harm. The technologies are gener-
ally straightforward and highly cost-effective.69 A do-it-yourself manual and several
excellent periodicals are available.70

The rate of progress in installing small hydro equipment is hard to measure because
many utilities seem to underreport their hydro projects. For example, Pacific Gas &
Electric and Southern California Edison reported one hundred seventy megawatts of
hydro in the January 1981 Electrical World survey of capacity additions underway, but
the California Energy Commission’s staff report on the proposed Allen-Warner Valley
coal project lists, for these two companies respectively, seven hundred seventy and
eleven hundred fifty megawatts of hydropower as “reasonably expected to occur” and
about fifteen hundred and seven hundred fifty megawatts as “additional, but not count-
ed.” Thus those two companies’ hydro projects already underway, most of them with
permits filed for, total eighteen hundred fifty-seven megawatts—over ten times what the
Electrical World survey, the utility industry’s standard source, reflects.71

A further barrier is that the Federal Energy Regulatory Commission is inundated
with license applications: twenty-six hundred applications averaging eight megawatts
each were submitted in the two years ended July 198172 (including some applications
apparently filed by a few companies that intend to sit on them or resell them at
“scalper’s” profits). In that one month alone, the Commission issued more small hydro
permits than it used to do in a whole year; but it also received new applications at a rate
averaging ten per day, so the backlog grew. 

Despite these impediments, the impact of small hydro is already substantial in some
areas.73 Nationally, over the next few decades small hydro should approach the same
total capacity as existing large-scale hydroelectricity, but far more evenly distributed
around the country. New York State alone envisages two to three thousand megawatts
of small hydro by the mid-1990s, the equivalent of three or four major power stations.74
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Similar programs are underway abroad, even in countries noted for their devotion to
large hydroelectric plants: Sweden, for example, plans to have built two hundred and
fifty small plants by 1982, while New Zealand has sixty and plans to build more.75

Small hydro should be speeded by new companies providing a “no-hassle” turn-key
development service, such as Energenics Systems, Inc. Among the new hardware, too,
is a range of Chinese turbines designed by American engineers a half-century ago and
ruggedly built for export at prices well below those of American and European manu-
facturers. China, as mentioned in Chapter Seven, now gets more than seven thousand
megawatts from over ninety thousand local microhydro sets (few of them grid-connect-
ed76) ranging from six hundred to a hundred thousand watts, and usually with heads of
only zero to sixteen feet. This adds up to at least a third of all Chinese electricity out-
side the cities,77 and powers much of the dispersed light industry—an important element
of Chinese civil defense planning.

Windpower  Windpower has the disadvantage (compared to flat-plate photovoltaics) of
moving parts, but the considerable advantage of being able, in decent sites, to collect a great
deal of energy from a relatively small machine. A machine which extracts only thirty per-
cent of the power in the wind—reasonable performance for a good design without fancy
equipment (tipvanes, shrouds, variable pitch, etc.)—can extract nearly twice as much power
from a square yard of area swept through an eighteen-mile-per-hour wind as a square yard
of ten-percent-efficient solar cells can extract in bright sunlight.78 Furthermore, the average
U.S. sunlight (direct plus diffuse) averaged over the day and year is only a sixth as strong
as bright noon sunlight on a clear day, whereas strong winds can blow at any time, and
tend to be especially common in cloudy winter weather. Accordingly, a simple wind
machine in a good site, such as many parts of New England, the Great Plains, or the Pacific
coasts and islands, can capture mechanical work very cheaply.

A few examples give the flavor of the machines now commercially available and of
those now being tooled up for series production. Designs like the very simple one men-
tioned on page 232 in Chapter Fourteen are now on the market and will become much
cheaper when mass production supplants model-shop operations.79 Even with hand pro-
duction of only twenty per month, each with a peak capacity of only one kilowatt, those
Bergey machines sold in 1981 for twenty-five hundred dollars FOB factory (five hun-
dred more for a synchronous inverter). In a windy site on the Great Plains, such a
machine can produce electricity at prices as low as five to eight cents per kilowatt-hour.
Professor Otto Smith, a Berkeley engineer, has made at home, for fifteen hundred dol-
lars (1980 value), a seventeen-and-a-half-kilowatt (at thirty-eight mph) Chalk-wheel tur-
bine, looking like a giant bicycle wheel, which he estimates could be commercially pro-
duced for sixty-seven hundred dollars, or under four hundred dollars per peak kilo-
watt80—an excellent bargain. (The electrical output capacity of wind machines is nor-
mally rated at a particular speed, generally lower than Smith’s figure, and the cost of
that capacity is expressed per kilowatt peak [kWp] at that rated speed.) The Borre sail-
wing design81 is on the market in an eighteen-kilowatt version for about six hundred
fifty to six hundred ninety dollars per peak kilowatt,82 producing power in good sites at
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about five cents per kilowatt-hour. Machines made by U.S. Windpower of Burlington,
Massachusetts, and designed around commonly available, mass-produced components,
are selling (complete except tower, FOB factory, 1981) for six hundred ten to seven hun-
dred dollars per peak kilowatt in the twenty-five- and thirty-seven-kilowatt sizes (mod-
els CA and CB respectively).83 A refined prototype can probably be made for about half
that much.84 The late Terry Mehrkam of Hamburg, Pennsylvania recently built a very
large (one-megawatt) machine for a local factory at a total labor-and-materials cost of
four hundred twenty-five dollars per installed kilowatt—roughly half the expected mass
production cost of the more complex megawatt-range machines developed by govern-
ment programs with aerospace companies.

The roughly sixty U.S. manufacturers of small machines are listed in indices published
by Wind Power Digest, the American Wind Energy Association, and the Rockwell
International wind test program at Rocky Flats. (There are also many manufacturers
abroad, including more than two dozen in Denmark alone.) Basic guides to selecting wind
machines85 and their sites86 are bringing the technology into common currency. New “wind
prospecting” methods include satellite observation of inversion-layer breakups (University
of Alaska) and detailed computer simulation of windflow over digitized terrain (Lawrence
Livermore Laboratory). Although one might suppose that an art as ancient as wind
machines has already had all possible technical refinements, basic improvements continue,
especially in blade aerodynamics and designs for applications other than electric generation.
For example, the Wind Baron Corporation (Phoenix, Arizona) reports that its design, by
using adjustable weights to counterbalance the water column, can pump up groundwater
from three hundred feet down in winds as low as five mph—a speed which occurs ninety
percent of the time over ninety-four percent of earth’s surface.

Large-scale commercial wind projects are springing up. Southern California Edison
Company has agreed to buy the output from eighty-two megawatts offered by entre-
preneurs and is negotiating for several hundred more—over twice its target for the year
2000. A three-hundred-fifty-megawatt project by Windfarm™ of San Francisco, con-
tracted in January 1982 for construction during 1983–89 thirty miles northeast of that
city, is to cost over seven hundred million dollars and serve four hundred fifty thousand
people. It is to supply nearly a billion kilowatt-hours per year at a real price of three and
a half cents per kilowatt-hour87—probably less than half the likely incremental cost which
California utilities face if they order a coal or nuclear plant. Another company, U.S.
Windpower, is currently installing an array of two hundred machines, each with a peak
capacity of fifty kilowatts; in all, the company seeks to have six hundred such machines
supplying ninety million kilowatt-hours per year by mid-1983. The same firm built
twenty machines of fifty kilowatts in New Hampshire within five months of first con-
tacting the site owner, and hooked them to the grid in late 1980 in a mutually profitable
symbiosis.88 This is about twenty-five times as fast as central-station capacity can be
built—clearly a way both to reduce utilities’ forecasting and financial risks (Appendix
One) and to replace power plants in an emergency.

The Hawaiian Electric Company has offered to buy eight and a half percent of its
electricity from wind machines starting in 1985. This could be supplied by building
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twenty large machines at a site (Kahuku Point, Oahu) with twenty-mph minimum
winds eighty percent of the time. Plans to finance such a project collapsed in 1982, but
the opportunity remains. At least one California city has an operating municipal wind-
power utility.89 The Bonneville Power Administration is operating three multi-megawatt
wind machines on its grid in the Columbia River Gorge in Washington State. A private
entrepreneur reportedly built more than a hundred sailwing gyromills of twenty-five to
thirty kilowatts each, priced at eighteen thousand dollars, to run a bleach plant in
Dalhart, Texas.90 Other private projects abound. 

Interest in windpower is rapidly rising abroad as well. The Dutch government, for exam-
ple, is expected to approve a plan for eleven hundred wind machines each providing about
three megawatts and all generating, in conjunction with lagoon pumped storage, about nine
billion kilowatt-hours per year, or about twelve percent of projected national electricity
demand in the year 2000.91 The Dutch wind array would be completed one-third at a time
(by 1990, 1995, and 2000), at a cost of about nineteen hundred million dollars, or just over
two cents per kilowatt-hour—a fifth of typical European electricity prices today. 

Photovoltaics  Photovoltaics are extremely durable, reliable, and simple to use:92 when
placed in the sun, they produce direct current, needing no maintenance unless they have
a tracking concentrator. There is no chemical reaction inside them:  nothing decays, dis-
charges, or is consumed, or given off. These qualities have long commended them for
such applications as powering buoys, highway signs, Forest Service towers, microwave
relay stations, and remote military bases (part of the rationale for proposed Defense
Department purchases93). Indeed, solar cells are considered a strategic device whose
export is restricted by law.

As with transistors in the 1950s and 1960s and integrated circuits in the 1970s, the
cost of solar cells has been falling dramatically. Even conventional, first-generation cells
(silicon wafers cut from cylindrical single crystals melt—grown by the Czochralski
process) have shown a steep price drop. Czochralski silicon array prices fell from about
thirty dollars per peak watt in late 1976 to seven to ten dollars per peak watt in 1979–80.
(Photovoltaics are rated in peak watts [Wp] of direct-current output in full sunlight of one
thousand watts per square meter.) Such single-crystal silicon cells are now made and sold
in many countries: Brazil will even begin exporting them in 1982. There is a consensus
among the managers of the very competently run federal photovoltaics program that
implementing proven technologies for producing such cells in a more automated fashion,
without the thirty-odd hand operations now needed, can reduce the array price to about
two dollars and eighty cents per peak watt (in 1980 dollars) by late 1982, corresponding
to an installed whole-system price of about six to thirteen dollars per peak watt for flat-
plate systems.94 This is already a sufficiently interesting price that Citicorp has announced
plans to install photovoltaics on the slanting roof of its New York City headquarters; the
Sacramento Municipal Utility District plans a hundred-megawatt array next to the
Rancho Seco nuclear plant; and the European Economic Community in November
1980 authorized the construction of approximately twenty photovoltaic pilot plants in
Europe, ranging from thirty to three hundred peak kilowatts.95
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It is highly likely that several of the second-generation processes already demon-
strated and in advanced commercial development—silicon web or ribbon growth, coarse
polycrystalline silicon, amorphous silicon films (which can be very cheaply vacuum-
deposited on anything, including plastic films), or other materials—will achieve, on or
ahead of schedule, the Department of Energy’s 1986 array-price goal of seventy cents
(1980 dollars) per peak watt, corresponding to a whole-system price of a dollar sixty to
two dollars and sixty cents per peak watt and to electricity prices comparable to or lower
than those from a newly ordered central power station.

American firms recently invested about two hundred million dollars in photovoltaic
risk capital in a year and a half.96 Solarex, a pioneering firm in Rockville, Maryland, plans
by late 1982 to be operating an advanced and automated silicon wafer plant entirely pow-
ered by cells which it produces (which should settle the spurious net-energy question once
and for all). Westinghouse, Mobil-Tyco, and others report progress with advanced
processes for making fairly cheap single-crystal silicon in large amounts. Several American
firms have announced the development of amply efficient amorphous materials which
they expect to market by about 1985 at about seventy cents per peak watt or less. One
such material, developed by AMETEK,97 can be applied by a simple wet-chemical process
similar to electroplating; is already about eight percent efficient; has a materials cost of
forty cents per peak watt; and may be applied to the absorber plate of an AMETEK flat-
plate solar heat collector to produce electricity as a byproduct. Collector glazings can also
be used as nonfocusing concentrators by dispersing a fluorescent dye in the glazing mate-
rial so that the fluorescence is internally reflected to a photovoltaic strip along one unsil-
vered edge: a small cell area could thus produce byproduct electricity.

Some of these cheaper designs may be delayed in coming to market by the 1981 can-
cellation of federal funding for the higher-risk, second-generation cells. A more serious
concern is that the longer-term competitive edge in photovoltaics will probably shift to
other countries. In Japan, for example, Sanyo has already invested fifty million dollars
in a factory for commercial production of amorphous silicon cells.98 

It is not yet clear how the recent cuts in federal funding for photovoltaics will affect the
timetable for achieving the Department of Energy’s goal of seventy-cent-a-peak-watt
arrays by 1986. If American firms miss that date, however, it will be only by a few years;
and foreign competitors are likely to be ahead of schedule. It is therefore important to note
that, according to detailed economic calculations, this confidently expected 1986 price—
which assumes no further technological breakthroughs—will permit solar-cell electricity to
compete on utility grids in most of the United States.99 (Solar-cell power without a cogen-
eration heat credit would probably, however, be unable to compete with electricity from
wind and small hydro in good sites.) Accordingly, the Department of Energy’s Solar
Photovoltaics Energy Advisory Committee stated in February 1981 that, due to a combi-
nation of rapid technical advances, PURPA buyback provisions (which help to create a
competitive market in generation), and higher marginal cost estimates for conventional
sources, it is likely that central station photovoltaics will compete around 1986.100 This
means that well-designed cogeneration versions should have become competitive around
1980–81 on a residential scale and in the late 1970s on a community scale.101 In seeming
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confirmation, many small firms are now springing up to offer packaged photovoltaic
cogeneration systems, which concentrate sunlight on a small cell area and capture the
waste heat for domestic use. Such a system is reportedly being installed in a San Diego
hotel102; another )a costly federal demonstration) is operating in a Kauai hospital.

Many photovoltaic experts expect that by the late 1980s, it will probably be fairly
common for new houses (and some old ones) to be net exporters of electricity. Already,
using only the relatively expensive single-crystal silicon wafers, at least hundreds of
houses had installed stand-alone photovoltaic systems with battery storage by the end
of 1981.103 By 1982, thousands of photovoltaic houses were operating in the U.S., of
which the greatest concentrations occur in certain remote parts of California. The
California Energy Commission expects photovoltaics to supply eleven percent of the
state’s peak electrical demand by the year 2000.104

New technical developments, now in the “breakthrough-a-month” stage, may indeed
outdo even these prognoses in helping devices to move rapidly from laboratory achieve-
ments to mass-marketed products. Conscious of the need to make photovoltaics easy
for builders and homeowners to use, General Electric is developing photovoltaic shin-
gles which would cost little more than normal shingles but produce electricity too. They
would be hooked up by nailing them onto the roof. Texas Instruments is developing a
clever photovoltaic-hydrogen system with onsite hydrogen storage and a fuel cell.
Technical developments in this field are moving, as is the way of semiconductors, too
quickly even to report. This adds urgency to the need to plan for the long-term shape
of renewable source integration into the power grid (Chapter Sixteen). The photo-
voltaics revolution is indeed already upon us. We should start getting used to the idea
and figuring out how best to use these rugged, almost invulnerable devices to increase
the resilience of national electrical supply.

Interconnection with the electric grid

There are many possible ways to connect dispersed renewable sources of electricity
to the grid.105 Which is the best method depends in part on which type of electricity the
source generates. Fuel cells, solar cells, or special types of shaft-driven devices make
direct current, whose flow is steadily in one direction. Batteries, the most commonly
available electrical storage device, can be charged with, and when discharged provide,
direct current. So far so good: direct current, with proper wiring, is a safe, simple, and
robust way to deliver electricity throughout a building. Once delivered, direct current
can operate incandescent lights and certain types of motors. Direct current at the prop-
er voltage is also required by electronic circuitry and some industrial processes such as
electroplating. Today, direct current for these purposes is often obtained by “rectifying”
alternating current from the grid, then smoothing out its “ripple” to a semblance of a
constant flow. Thus almost any electronic device—a television or stereo, for example—
contains a rather bulky, heavy, and costly power supply to convert line-voltage alter-
nating current to low-voltage direct current. If this were no longer necessary—if direct
current were supplied to start with—a good deal of money, weight, and copper could be
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saved, provided that the equipment manufacturer offered a direct-current option. This
is already the case with many types of appliances which are already available in direct-
current versions (typically at twelve or twenty-four volts) for marine use and for recre-
ational vehicles. Before rural electrification, thirty-two volt direct-current appliances,
such as washing machines, were also commonly sold for use on farms with direct-cur-
rent wind systems and battery banks. This type of market is now re-emerging. 

Historically, a main reason for standardizing the power grid to use alternating cur-
rent was that it can be readily changed from one voltage to another by using a trans-
former (an iron core wound with two coils having different numbers of turns). That rea-
son, however, is no longer valid, since modern solid-state circuits can convert one direct-
current voltage to another very efficiently. Other new circuitry can operate ordinary
alternating-current motors (which tend to be cheaper) on direct current over varying
loads with better-than-normal efficiency. These conversion devices broaden the oppor-
tunities for using direct, without having to replace all of one’s appliances.

Inverters Alternatively, or additionally, direct current can be converted into alternating cur-
rent by a device called an “inverter.” Old inverters used rotating motor-generator sets, but
most today use solid-state switching electronics. Small inverters, such as are used to oper-
ate normal alternating-current appliances from the direct current available in a car or boat,
are widely available. Larger ones, less commonly available, enable a house wired for direct
current to interconnect synchronously with the alternating-current grid. Alternatively, the
house itself can remain wired for, and operate its appliances on, alternating current, but con-
nect the internal wiring via an inverter to its own solar cells or other local sources of direct
current (typically via a battery bank or other storage device). A household source of direct
current can thus connect to alternating-current appliances, to the grid, or both. 

There are several kinds of inverters with different electrical properties, complexity,
price, and reliability.106 Some particularly useful inverters are sold in Japan, for example by
Hitachi: they use a microcomputer to make a ninety-nine-percent-plus pure sine wave
which changes in a fraction of a cycle to respond to the size and reactance of the load. The
Sandia National Laboratory experts who design inverters for the firing circuits of atomic
bombs have also been applying their skills to devising simple and reliable inverters for
renewable energy sources. Most of the inverters now on the market were designed for use
with wind machines, and do not operate as well with solar cells. Solar cell companies and
special “packaged-system” consultants, however, are starting to provide complete combi-
nations of compatible components—all the way from cells through inverters and other con-
trol equipment to end-use devices. Though this type of “balance-of-system” requirement
is still the weakest point in solar-cell equipment, the available range of efficient, versatile
inverters, compatible with a wide range of sources and uses, is likely to increase rapidly
in the next few years as solar cells become more economic and widespread.

An inverter which connects a direct-current supply to the alternating-current grid
must of course be synchronized with the grid. Some inverters take their cue from the
grid itself but cannot work without it; some process the line voltage through a micro-
computer for greater responsiveness; some maintain roughly the right frequency on
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their own even if disconnected from the grid; and some rely on radio signals for syn-
chronization. Among the relatively old and unsophisticated designs in common use
with wind machines today, the “line-excited” inverters are the most common.

Alternating current Alternating current can by directly generated by any source of
shaftpower, using an ordinary generator.107 There are two main types. A “synchronous”
generator, the type used in nearly all large power plants, must have its shaft turned at a
constant speed—thirty-six hundred revolutions per minute, divided by the number of
pole pairs in the generator—if it is to produce sixty-cycle output. It can operate, and sup-
ply local loads, in isolation from the grid, but will not produce the correct frequency
unless property regulated (which is quite easy to do). It cannot be connected to the grid
at all unless its speed, voltage, and phase are first matched to those of the grid: other-
wise, both the generator and utility equipment could be seriously damaged.

A simpler and somewhat cheaper type of generator is simply an induction motor
turned around backwards. An induction motor connected to the grid will turn at a par-
ticular speed determined by the voltage fed into it. If, instead, the motor’s shaft is
turned—for example, by a wind turbine—slightly faster that it would run of its own
accord, then instead of consuming power from the grid, it feeds power back into the
grid (“induction backfeed”). An induction generator can be connected to the grid at any
speed down to and including zero. It is in general more “forgiving,” especially of irreg-
ularities in the pattern of voltage and current, than a synchronous generator.

Induction generators Many people assume that induction generators cannot start up by
themselves (“self-excite”) when disconnected from the grid, or when connected to a grid
that is not energized—for example, during a blackout. This feature is indeed often relied
upon to ensure the safety of people repairing power lines. But in fact, many induction
generators use series capacitors to compensate for their inductance and ensure the cor-
rect relationship between voltage and current. If those capacitors are sited near the gen-
erator, it can in some circumstances “self-excite” in isolation. Ordinarily, it would then
generate at a frequency and voltage different from its normal output, and this could
damage certain end-use devices connected to it. A “spike” of high voltage can be limit-
ed in duration, but not in intensity, by overvoltage relays, since it occurs very rapidly.
For this reason, the interconnection criteria of (for example) the Southern California
Edison Company state that where self-excitation is possible,

special service arrangements will be required such as two-line loop service or subtransmission
service in order to avoid the induction generator[‘s] becoming isolated with small amounts of
load [which could cause voltages high enough to burn out the load devices]. In many cases, the
addition expense for such special load service methods may outweigh the cost savings associ-
ated with induction generators.108

Such criteria, in practical effect, require that if induction generators are used, they be
used in such a way that they cannot function at all without the grid. Their ability to
serve an isolated local load is therefore outlawed.

Induction generators’ outwardly disagreeable ability to self-excite with their own
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compensating capacitors, however, can be turned to advantage. By deliberately provid-
ing enough capacitors near the generator to self-excite it, then switching those capacitors
(typically with fast-acting thyristor controls) to stabilize the voltage and frequency gener-
ated, it is possible to obtain the constant output conditions of a synchronous generator
with a simpler, more rugged, and probably cheaper induction generator whose volt-
age/current relationship is almost ideally matched to the grid. (Isolation relays could
ensure the safety of utility personnel.) Induction generators have long been used in some
remote hydroelectric sites—the North of Scotland Electricity Generating Board, for exam-
ple, has approximately twenty-seven megawatts of them on its thirty-three-kilovolt grid,109

and Southern California Edison Company itself has operated one (apparently without
capacitors) since 1951110—but the concept of controlling with switched capacitors is appar-
ently new,111 having been practiced, for example, in 1980 and 1981 installations by the
Metropolitan Water District of Southern California.112 The concept appears useful even
in large central-station generators.113 Applied to smaller, more dispersed sources, it has the
subtle advantage that induction generators are far less likely than synchronous genera-
tors to be damaged by harmonics and switching transients which arrive through the grid.
Thus, with modern control circuitry, induction generators can go a way towards solving,
at reasonable cost, the dilemma posed in Chapter Sixteen—how to protect both the utili-
ty’s and the end user’s equipment while remaining able to supply local loads in an emer-
gency. The use of such systems, however, will probably require utilities to rethink their
restrictions on dispersed self-excitable induction generators. 

Unusual frequencies Whichever type of alternating-current generator is used, it need
not operate at sixty cycles per second if it is not connected to the grid at the time. This
expands still further the number of ways in which renewable sources can generate elec-
tricity. Many alternating-current motors can, within limits, tolerate a “wild” frequency
from a unregulated generator, though synchronous clock motors will of course run at
the wrong speed.114 Some devices normally operated on alternating current are quite
indifferent to frequency—incandescent lights, for example. Fluorescent lights normally
operate at more or less sixty cycles per second but do not require an exact frequency
match. As a further complication, some new types of high-efficiency fluorescent lights
operate at much higher frequencies: hence the high-pitched whine from portable camp-
ing lanterns. Indeed, to save power and weight (high-frequency transformers and
motors contain less metal), aircraft often operate on four hundred cycles per second or
more. Thus sixty-cycle alternating current and direct current are not necessarily the
only two interesting options. The only restrictions is that whatever is connected to the
grid must be synchronized and at sixty cycles.

If, as appears likely, solar cells become important sources of dispersed supply, it
appears that the near-monopoly of alternating current in end-use devices and in local
wiring may be broken. A challenge facing electrical engineers and renewable energy
designers is to devise the most flexible possible ingredients for an inter-compatible sys-
tem—from end-use devices to patterns and hardware for household wiring to inverters
and (if any) utility interconnections—that will both save the customer money and pre-
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serve, for that customer and for the grid, the potential resiliency benefits of essentially
uninterruptable sources. The case of the induction generator, described above, offers
hope that these goals may prove mutually compatible. But above all, the present proce-
dure—setting interconnection and wiring requirements purely out of habit without even
considering resilience—must be changed before unconsidered standards, emerging de
facto, sacrifice the security gains that the resilient technologies could have offered.

Summary

Five years ago, analysts who suspected that appropriate renewable energy sources
might well offer cost-effective ways to replace dwindling fossil fuels tended to be dis-
missed as enthusiasts. Technologists conditioned by dismal experience with complex,
large-scale energy systems told them that it would take decades just to develop renew-
able sources from a laboratory curiosity to a useful commercial form, and many decades
more to disseminate them throughout society. But since then, despite the normal quota
of trial and error, actual developments in the field have produced more, better, and
cheaper renewable options than anyone thought possible. Experience has also shown
that the expected decades of research and engineering could be—indeed, in many cases
have been—telescoped into a few years, because the devices were so simple and small
that each generation took only days or months to build and test, not ten years. 

In many cases, adequate and cost-effective renewable sources sufficient to provide
for most or all of the needs of a major sector are already on the market. In some cases,
such technologies are available but not yet optimized: processes are in use (for example,
for certain cellulose-to-alcohol conversions or high-temperature uses) which work and
which can compete but which are likely to be markedly improved in the next few years.
And in other cases, such as solar cells, technologies which are now cost-effective only in
certain uses or places are virtually certain to become generally economical very quick-
ly—sooner than a centralized plant could be built—as processes now being perfected in
many countries move into intensive production. This book, in concluding that today’s
best renewable sources are economic and ample, does not assume such future progress:
but the new developments are very likely to happen anyhow, and it is only prudent to
get ready for them and seek to capture their security benefits.

The pace of development is continuing to accelerate so quickly that any snapshot of
the state of the art, including this one, is bound to be out-of-date before the ink is dry.
But already, so many solid technological achievements have been reported that many
renewable energy experts suspect that they had guessed wrong about what their main
problem would be over the next five to ten years. The problem they had feared was that
there might not be enough attractive renewable sources to meet the needs of an
advanced industrial economy. The problem they are actually encountering, however, is
that there are too many. The range of choice is so wide, and so quickly expanding, that
the hardest part of many renewable energy projects is deciding which of many inviting
opportunities to grasp first. A wider appreciation of how those opportunities can reduce
energy vulnerability can only speed up this process.
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Comparing the calculated costs of energy services delivered by renewable and nonre-
newable sources (or by renewables vs. Each other or vs. Efficiency improvements) is an
easy process to describe but a very difficult one to do properly. In principle, the eco-
nomic value of renewables depends both on the price of the energy they deliver and on
the price of the energy they replace. Both are highly uncertain. Both can be evaluated
only with reference to a particular energy service delivered to a final user. Market price
reflects some “internal” costs but excludes others (“externalities”), such as unregulated
forms of pollution, vulnerability, or other costs paid by neighbors or by society as a
whole, not specifically by the buyer (Chapter Sixteen). While a complete cost compari-
son should include these factors, this appendix considers only internal costs that are pri-
vate to the purchaser/operator of the energy device. This biases the results in favor of
the centralized, nonrenewable technologies, because they tend to have larger external
costs than appropriate renewable sources do.

Renewable energy systems have no fuel cost (except for the feedstock to bioconver-
sion systems and, perhaps, water rights for some hydro). If well designed and built, they
also tend to have low operating and maintenance (O&M) costs. (Long-term economic
performance can be quite sensitive to those costs.) The price of energy from renewable
sources thus depends mainly on:

• their initial capital cost. This depends strongly on
• the simplicity, cleverness, and durability of design. These can vary enormously and may bear 

no relation to the designer’s formal credentials: indeed, highly qualified designers may pro-
duce the most gratuitously complex designs.

• the marketing structure. A “packaged” flat-plate solar collector system whose price is marked 
up three or four times—by the manufacturer, wholesaler, retailer, and installer (if different from
the retailer)—can end up costing its user several times as much as an otherwise identical “site-
assembled” system with one mark-up.1 Most analyses assume only the “packaged” method.

• how efficiently the delivered energy is used. This affects, as the Saskatchewan Conservation 
House example in Chapter Fifteen showed, the size of the renewable system (which can 
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be reduced by tenfold), its performance, and its complexity (as in the replacement of a heat
distribution system by natural convection). Such synergisms can be examined only on a micro
design level.

These effects can together change unit prices by factors ranging from ten to perhaps a 
thousand.

• the cost of financing them over their lifetimes. This depends on
• real interest rates, which depend on perceived risk and should therefore be lower for 

many renewables2—but may not be in practice if the lending agency is unfamiliar with tech-
nology.

• working capital requirements. These are related to capital intensity by construction 
time, payback time, and shape of cash flow, and again should be more favorable for soft
technologies.3

• projected operating lifetime, which may be difficult to estimate. (Some wind machines 
and flat-plate solar collectors have worked well for decades with little or no maintenance.
Badly built, they could have failed in a few months or years. Some designs are much more
forgiving of mistakes and environmental insults than others.)

• the amount of energy supplied annually. This depends on
• quality of design, construction, operations, and maintenance.
• patterns of energy use. A mismatch between supply and demand patterns could leave some 

demand unmet or lead to the “dumping” of surplus supply (such as unneeded waste heat in
the summer).

• variations in weather and climate.
• appropriateness of design to local conditions and use patterns. Some large corporations have 

been unable to compete in the solar collector market with some small business, not only
because the latter had better innovation and lower overhead, but also because they could
achieve better performance by matching designs to local weather, building styles, and so
forth—rather than making a “cookie-cutter” product which is designed for a hypothetical aver-
age house and is therefore suboptimized for any actual particular house.

• the amount and type of storage required, if any. This depends on the three factors just 
listed and on the nature and degree of integration with other renewable or nonre-
newable sources (Chapter Sixteen).

This may seem, and it is, more complex than one might have expected. To make mat-
ters worse, the price of competing nonrenewable energy is equally imponderable. It
depends mainly on

• general and sector-specific inflation in the cost of goods, services, and money, both 
during construction and afterwards for the project’s operating lifetime.

• the relationship between historic and marginal capital costs. (The latter have generally 
exceeded the former since about 1970.)

• the difficulty of obtaining fuels from ever more remote and awkward places.
• the economic and political policies of fuel-exporting countries interacting with a complex

world market and with unforeseeable political exigencies.
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• national and local policies regarding trade, legal structures, inflation control, employment, 
environment, and a host of other factors.

• the degree of technical reliability and resilience desired.
• tax and accounting conventions, tariff structures, and subsidies. Subsidies to the U.S. 

energy system total over two hundred fifty-two billion 1978 dollars historically.4 Those
to nuclear power alone suffice to cut the cost of nuclear electricity, as seen by con-
sumers, about in half.5 Tax and price subsidies are currently continuing at a rate
approaching one hundred billion dollars per year6—enough to reduce average energy
prices by over a third and nuclear electricity prices by more than a half again.7 Direct
tax subsidies currently favor supply over efficiency by eight to one and hard over soft
technologies by between ten and twenty to one.

• salvage values. (For nuclear facilities and wastes these are negative—that is, the plant will 
cost money to decommission—but of unknown size.)

Renewable/nonrenewable comparisons are further complicated by the following problems:

• great variation in price quotations even for one product in one market. Identical gas-fired
water heaters in identical Southern California apartments differ by a factor of two in
retail price and by nearly a factor of three in installed price. Price scatter is larger in
solar markets, which are less mature and have more diverse product lines and mar-
keting structures.

• extremely rapid technical change, especially for renewables, much of it outside official 
programs and traditional information channels.

• uncertainty about how far, or how, to internalize important externalities (many of 
which are considered in Chapter Sixteen).

• what depletion value to put on nonrenewable fuels and other resources. Their cost was
traditionally assumed to be only the cost of mining them, as if that mining did not
make their future replacement cost more.

• the many imponderable (e.g., psychological and political) factors which help to determine 
how far and how fast different available technologies can be put into use. 

• economies and diseconomies of scale (Appendix One).
• the inability of most simulation models used by energy policy analysts to cope properly

with diverse, relatively dispersed renewable sources or with their nontraditional
processes of market penetration (Chapter Fourteen). Models attuned to centralized
and nonrenewable technologies tend to give results that favor those technologies.

• the need to match any renewable source to its climate, site, applications, and users, in 
order to achieve best performance at least cost.

• the difficulty of comparing the storage and back-up requirements of complete energy 
systems containing renewable or nonrenewable components, to achieve a given level
of reliability to final users, when there is not a fully satisfactory reliability theory for
either type of system, let alone for both in combination.
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• the potential for total-energy systems which provide electricity and heat (and perhaps 
liquid fuels) and other types of hybrids (Chapter Sixteen and Appendix One).

• the opportunities offered by many renewable sources (but only rarely by nonrenewables)
for sharing functions and costs through integration into shelter, food, water, or other
systems (Chapter Sixteen). Such opportunities, however, can be identified only by a
highly localized and disaggregated analysis which goes beyond the energy sector itself.

• the sensitivity of economic comparisons to minor changes in accounting for inflation, 
“leveling” varying costs over the life of a project, discounting the future, and so on.
Small, seemingly innocuous changes in real discount rate are a commonly used
method of reversing the outcome of renewable/nonrenewable comparisons.

In view of these complications, it is not surprising that virtually no renewable/nonre-
newable cost comparison will prove satisfactory to everyone. Experts often disagree
about basic data by factors of severalfold, depending on their familiarity with recent
developments and willingness to accept an example of what exists as an “existence
proof” for what can be done more widely. They differ in their assessment of the state
of the art or the applicability of certain methodologies. They do not accept other
experts’ views on how far particular case studies are more widely applicable. Thus a
large number of energy experts, laid end to end, will probably never reach a conclusion
about the economies of renewable sources. The only recourse is to make assumptions
and data sources explicit enough so that the cost calculations are transparent, scrutable,
and easily compared.

It must also not be expected that the unit cost of any technology can be represented
by a single number. How much a thing costs depends on how many of them you want.
Economic theory indeed requires that each technology (or aggregate of different tech-
nologies) be subject to a “supply curve” in which unit price rises with increasing supply.
That this is the case for conventional utility power plants, owing to a complex series of
political-regulatory relationships reflecting a social desire to hold constant the perceived
social costs of expanding coal and nuclear sectors, is nicely illustrated in Figure A.3. It
plots as supply curves the data obtained by a detailed statistical analysis of historic
costs,8 which explains ninety-two percent of the observed variation in the real cost per
installed net electric kilowatt for forty-six nuclear plants and sixty-eight percent for one
hundred sixteen coal-fired plants.

Renewable sources too have supply-curve costs rather than point costs, though the
shape of the curve will differ from one technology to another. For example, solar heat
collectors which are small enough to fit onto a building usually cost less than those which
need extra land, and those so small that they can be integrated into the structure of a
building cost still less. How big a collector is needed depends on how efficient the build-
ing is. Likewise, if biomass fuels are efficiently used, not much will be needed, so the feed-
stock can be wastes which are cheap (or which may even have a negative cost because
converting them to fuel saves a disposal cost). Less efficient use, hence higher demand,
may require the use of more expensive feedstocks such as grains; higher demands many
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entail the growth of special “fuel crops”; higher still, irrigation for that purpose. This rais-
es costs as can be illustrated by the schematic sketch in Figure A.4 (not meant to be exact,
since complete data do not yet exist). Buying efficient vehicles—because their efficiency
costs less than fuel—means that the nation needs substantially less fuel; therefore it is rel-
atively cheap (near the lower left corner of the graph). Underinvesting in efficiency
requires the nation to buy a large amount of fuel which rapidly becomes expensive (near
the upper right corner of the graph). Most studies assume the latter and hence find that
biomass fuels are costly. This book, however, is concerned with a more nearly optimal
economic balance between investments in energy supply and in energy productivity, rep-
resented by the “market clearing price” at which the supply and demand curves cross in
equilibrium. This example illustrates why, even though the price estimates for renewable
sources are discussed below as points or narrow ranges, each estimate is only part of a
supply curve which cannot be analyzed independently of competition between increased
energy supply and increased efficiency.

Despite all generic uncertainties of renewable/nonrenewable cost comparisons, four
broad principles can often simplify economic choices. First, investment decisions should
be based not on projected small differences of marginal cost (which are often well with-
in the uncertainty of the data) but rather on how sensitive those costs will be to changes
in key variables such as oil price. Basing decisions on sensitivities enables on to “play
Safe” in an uncertain world. In general, the variations of greatest policy interest, such
as high world oil prices or high inflation, tend to improve the competitive position of
renewables still further. Yet soft technologies do not (as the data below will show) need
such assumptions for their attractiveness, since they can generally compete with present

Figure A.3 Plant construction cost (1979 steam-plant dollars per net electric kilowatt of
installed capacity, without interest during construction)

Thousands of megawatts of net electric capacity (of each type of plant)
built or being built
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oil prices with considerable room to spare.
Second, differences of internal cost may be less important to many nations than dif-

ferences not captured in that cost—implications for resilience and self-reliance, employ-
ment, equity, balance of trade, and so forth.9 Third, in general, the real costs of fossil
and nuclear energy are likely to rise and those of most renewable sources to fall. The
relative speeds of change in both cases are the subject of great uncertainty and dispute,
although the directions of change are empirically undeniable and the fundamental rea-
sons for those changes are all but certain to persist.

And finally, renewable sources in general offer far greater scope than nonrenwables
for simple, low-technology adaptations suitable for local construction with limited skills
and common materials. Such simplified versions cost far less than those normally ana-
lyzed; they are more analogous to the improvisations commonly made by individuals
at a grassroots level. It is difficult to capture the enormous range of costs reported for
such self-help projects, especially those done by low-income people who do not cost
their own labor or who do cooperative projects. But in general the real costs to the users
are far less—even orders of magnitude less—than for conventional, industrially supplied
hardware, and the performance is often broadly comparable and sometimes better. This
important point is explored under “Simplified versions” in Chapter Sixteen.

Subject to these caveats and uncertainties—the last, the immense range of technical
complexity and costs over which many renewable options can be built, being perhaps
the most difficult to analyze—illuminating comparisons of renewable/nonrenewable eco-
nomics are in fact possible. Dispassionate evaluations yield a result which, though it
seemed surprising a few years ago, is now becoming widely accepted: that if one choos-
es good designs and shops carefully for the best buys, many renewable energy systems
already offer a pronounced economic advantage over present fuels, and virtually all
appropriate renewables are cheaper than the incremental cost of nonrenewable, central-
ized supply technologies. The renewables’ advantage is generally increased by doing the

Figure A.4  Illustrating schematic supply curve for biomass liquid fuels.
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still cheaper efficiency improvements first. This economic ranking of marginal sources—
efficiency improvements cheapest, then appropriate renewables, then nonrenewables
(synfuels and power plants)10—holds true even if one ignores (as this book does) all exter-
nal costs and benefits not currently reflected in market prices, including differences in
vulnerability or resilience. If those important nonmarket considerations were included,
the results would favor efficiency and renewables by an even more lopsided margin.

A responsible analysis of renewable energy economics, however, must be internally
consistent. Data derived by different analysts often cannot be directly compared because
they use different assumptions and accounting conventions. This appendix therefore
uses consistent conventions. Furthermore, to ensure that the results are robust and can-
not be overturned by minor changes in the assumptions, those assumptions are consis-
tently weighed in the sense least favorable to the conclusions. An earlier comparison of
this type, for example, assumed:11

• no real cost escalation for any source after ordering in 1976 (whereas in fact the capital 
cost of nonrenewable technologies continues to escalate steeply, while that of most
renewables is declining);

• generously low prices for nonrenewable systems;12

• no cheap designs (such as passive solar systems, solar ponds, community-scale or roof-
integrated collectors, collectors made of such materials as plastic films or extrusions,
other low-technology designs and devices);

• the same fixed charge rate (which converts an initial capital cost into an annual capital 
charge against output) for renewable as for nonrenewable systems, making no
allowance for the renewables’ more favorable cash flow due to shorter lead time and
faster payback time;13

• a high fixed charge rate14 for both systems (this discriminates against those with a high
ratio of capital to operating costs, such as renewables, whose operating cost is virtually nil);

• for heating applications, an unrealistically efficient heat pump (two hundred fifty percent
efficient even on the coldest day) operated by baseload (rather than average or peak-
ing) electricity; and

• subsidies included for hard technologies but excluded for efficiency improvements 
and soft technologies.
Such multiple “conservatisms” help to ensure that the severalfold price advantage

shown for the soft technologies over their nonrenewable, centralized competitors is not
an artifact of arguable assumptions but a firmly defensible conclusion—one on which
many analyses have lately converged.15 Most of the same conservatisms are preserved
in the present analysis. Although a few simplified designs are included to reflect more
fully the wide range of technical complexity among systems actually being bought in
the marketplace, the economic advantage found for soft technologies generally does not
depend on these simplified versions; it is merely stronger in their case. As in the earlier
analysis, subsidized nonrenewable systems are compared in price with unsubsidized
renewable systems, to emphasize the advantage which the latter actually display.
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Tables A.1 though A.4 compare the delivered price of an energy form or service in
each of four service categories: heat below the boiling point of water (thirty-five percent
of U.S. delivered energy needs); heat above that temperature (twenty-three percent);
vehicular liquid fuels (thirty-four percent); and electricity (eight percent). The measured
or calculated prices shown are documented in the tables, using a wide variety of sources,
but care has been taken to normalize the results to the same assumptions so they are
comparable. While this comparison cannot be definitive, it does support the broad con-
clusion that soft technologies are cheaper than competing hard technologies, summa-
rized below in each sector. For consistent comparison, all prices are normalized to the
same units; constant 1980 dollars per million BTUs (or, approximately, per billion
joules) of energy—heat, liquids, or electricity—delivered to the final user. With a few
noted exceptions, all the cost calculations use the same fixed charge rate: ten percent per
year in real terms, or ten percent plus the assumed inflation rate in nominal (current dol-
lar) terms. Thus a device with a capital cost of one thousand dollars per kilowatt is
assumed to incur each year a capital charge of one hundred dollars per kilowatt. The
sum of that charge plus any operating costs equals the total cost of providing the ener-
gy. The fixed charge rate used here has been chosen to be comparable to or slightly
greater than that used by most energy companies today in their own cost calculations.

Table A.1 shows that low-temperature heat provided by burning today’s fuels in a
seventy-percent-efficient furnace (better than many) will cost, with the very temporary
exception of natural gas pending its decontrol, around fifteen dollars per million
BTUs, or about twice as much as (subsidized) average 1981 electricity used in an
extremely efficient heat pump.  Synthetic gas from coal is no better. Electricity from
a newly ordered nuclear (or coal) central station is about the same or worse—in round
numbers, twenty-five dollars per million BTUs if used in resistance heaters, or per-
haps as little as ten dollars if used in a super-efficient heat pump.

In contrast, efficiency improvements cost typically zero to three dollars per million
BTUs saved—at most five dollars among the measures shown, the full achievement of
which should keep the nation well provided with savings opportunities for the next
decade or two. Passive solar measures are similarly cheap. With careful shopping,
active solar space and water heating for a single house (generally costlier than a multi-
family dwelling or a neighborhood-scale system) is in the range of eight to ten dollars
per million BTUs, competing with deregulated fuels and power today. The real price
of conventional packaged active systems is widely expected to continue falling by two
to three percent per year,16 and some simplified designs shown in Table A.1, whether
do-it-yourself or commercial, have already dropped prices even faster, empirically
achieving about four to six dollars per million BTUs even with commercial fabrica-
tion. The empirical cost (nine dollars per million BTUs) of heat from a municipally
operated solar pond in Ohio (Appendix Two) also competes with oil or electric resist-
ance heat at today’s prices, and competes even with electric or gas heat pumps at their
marginal prices. Community solar heating systems,17 using conventional collectors
or solar ponds, can drop heat prices down into the range of passive solar or the cost-
lier efficiency improvements—about four to six dollars per million BTUs. For provid-
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ing heat, therefore, well-designed and presently available renewable sources are clear-
ly the best buy after efficiency improvements.

Table A.2 shows a similar result.  Synthetic gas burned in an industrial boiler to pro-
vide process that will deliver even costlier heat (twelve dollars per million BTUs) than
residual oil at market prices does now (nine dollars), though still cheaper than marginal
electricity (twenty-five dollars). Even expensive wood wastes can deliver the same
clean heat via commercially available gasifiers18 for three or four dollars, or more
cheaply (if perhaps less conveniently) via direct combustion. Simple solar concentra-
tors at temperatures adequate for nearly all industries other than ceramics/bricks/glass
and primary metals (which need higher concentrations or indirect forms of solar ener-
gy)19 now deliver heat at prices competitive with syngas or OPEC oil or both. It is for
that reason that an Israeli-American entrepreneur can make a profit by offering to sup-
ply a specified fraction (normally fifteen to thirty percent) of any factory’s steam needs
for twenty years at a price ten percent below what the factory now pays. He simply
builds parabolic trough collectors, sells their steam, and pockets the ample difference.
By late 1981, such schemes were under construction at three textile mills, involving
over two hundred thousand square feet of collectors which, over the twenty-year con-
tract period, will save the equivalent of over one billion cubit feet of natural gas.20

Homemade concentrating collectors (costing only materials, not labor) can achieve
two dollars per million BTUs even in cloudy areas—remarkable bargain. As the pro-
totype commercial concentrators now on the market are replaced by mass-produced
models,21 their heat prices over the next few years should fall to about three to six
dollars per million BTUs—well below present oil prices—through normal scaling-up of
what are now model-shop operations. As noted in Appendix Two, several solar
process heat systems in their initial production runs were already selling for prices
comparable to those listed in the “conservative” projection in Table A.2—prices com-
petitive with oil anywhere (especially in Europe),22 and with most domestic fuels in
most parts of the United States today. The only fossil fuel that can probably compete
with the best solar concentrators today is coal in areas that have a good distribution
infrastructure. The average coal price today (which conceals wide variations), with a
clean and efficient boiler, can undercut almost any commercial solar concentrator (but
not, as Table A.3 shows homemade ones). As the average coal price rises above twen-
ty dollars per barrel equivalent (about eighty dollars a ton, compared to the present
thirty-odd) over the next two decades, commercial solar process heat costs will fall.
The two costs should cross sometime during 1982-85 in much of the United States
and by 1990 in virtually all parts.

Table A.3 shows that many renewable liquid fuels—especially those from thermo-
chemical processes fed with farm or forestry wastes—are likewise cheaper than syn-
thetic fuels. This is partly because woody materials have much more favorable chem-
ical reaction kinetics than coal: they break down faster, at lower temperatures, with
little or no tar formation, and they contain virtually no corrosive sulfur. Both the ener-
gy and the capital requirements are accordingly lower, and the yields generally high-
er, than for equivalent coal liquefaction. Some renewable liquids, especially those
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emphasized by current policy, are slightly costlier per BTU than present gasoline
prices if they are inefficiently produced or made from specially grown crops. But a
comparison of cost per BTU does not count the credit due to fuel alcohols for burn-
ing (in properly designed engines) more cleanly and efficiently than oil. A recent
methanol-powered cross-country flight in a light aircraft by former Astronaut Gordon
Cooper and by President Reagan’s former pilot23 not only dramatized methanol’s
potential for greatly improving the airlines’ parlous finances; it also demonstrated that
in piston engines at altitudes above about ten thousand feet, methanol is more pow-
erful per gallon than aviation fuel, even though it has only about half as many BTUs
per gallon. Its advantage in low-altitude cars, though less, is still enough to tip many
of the close comparisons in Table A.3 in favor of fuel alcohols.

Finally, Table A.4 shows that a wide range of renewal sources—small hydro, wind, wim-
ple solar-thermal engines, even some photovoltaic cogeneration systems—can deliver elec-
tricity at about two to six cents per kilowatt-hour. This competes handily with the deliv-
ered price from newly ordered central power stations (in the vicinity of eight cents or more
in most areas: Southern California Edison Company estimates about twelve centers or
more). Many of the presently available renewables also compete with the present average
(rolled-in) price seen by the consumer, or with the roughly equivalent fuel and operating
cost alone for oil-fired stations (typically from five to seven cents or more). Virtually any of
the renewables would be attractive today in high-price areas, such as New York City
(where in late 1980 the regular taxed price was fifteen cents per kilowatt-hour—twenty-five
cents at peak periods), Alaskan villages and remote military bases (typically upwards of
forty cents), and rural areas of developing countries (thirty to ninety cents).

Table 4.A confirms that well-designed smaller technologies ten dot delivery cheaper
electricity than the centralized ones (Appendix One). It also illustrates the great diversi-
ty of options available for cost-effectively generating renewable electricity.  Although it
is sometimes claimed that solar energy, while an effective source of heat, cannot eco-
nomically make electricity, Table A.4 shows that on the contrary there is an embar-
rassing surplus of ways to do so, without even counting solar cells. Photovoltaic prices,
as noted in Appendix Two, are dropping so quickly that the Department of Energy now
expects them, even in central-station applications, to compete with average grid prices
by 1986 using demonstrated technologies;24 but microhydro and wind, and perhaps
other renewable sources, have already achieved this with hardware now on the market.
The same cannot be said of the centralized solar electric systems—multi-megawatt wind
machines, power towers, ocean-thermal-electric conversion, centralized biomass planta-
tions to fuel thermal power plants, solar power satellites, and so on. (Unfortunately, it
has been these centralized technologies that have received most of the federal solar
budget for the past decade.) For comparison, there is not even a credible prospect of ever
competing with appropriate renewables via the nuclear fusion program, the second-
biggest component of the federal energy budget,25 nor (as Tablet A.4 shows) via fission.

In summary, in every category of end-use need (heat, vehicular liquid fuels, and
electricity), there are already several varieties of dispersed renewable sources which
compete handily with present fuel and power prices—let alone with the far higher
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replacement prices which new power plants, synfuel plants, frontier oil and gas sys-
tems, or other such systems would incur.  In each category there are also new renew-
able energy processes and devices which can be confidently expected to progress over
the next few years from pilot-scale engineering to fully commercial products, and
which will widen still further their price advantage over centralized, nonrenewable
energy sources. Even ignoring these imminent developments, just the economically
attractive renewable options already on the market are so numerous and diverse that
claims that renewable energy is uneconomic are increasingly confined to the unin-
formed
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